aW\% 1 (@2 ROM Kernel
Reference Manual:
' Exec

Commodore Business Machines, Inc.







Amiga,
ROM Kernel Reference Manual

Exec






Amiga,
ROM Kernel Reference Manual

Exec

Commodore Business Machines, Inc.

Amiga Technical Reference Series

VAV
Addison-Wesley Publishing Company, Inc.
Reading, Massachusetts Menlo Park, California Don Mills, Ontario

Wokingham, England Amsterdam Bonn Sydney Singapore
Tokyo Madrid Bogotda Santiago San Juan



Authors: Carl Sassenrath, Rob Peck, and Susan Deyl
Program examples by Carl Sassenrath

Many of the designations used by manufacturers and sellers to distinguish their products are claimed as trademarks. Where those
designations appear in this book and Addison-Wesley was aware of a trademark claim, the designations have been printed in initial
caps.

Library of Congress Cataloging-in-Publication Data

Amiga ROM kernel reference manual.

(Amiga technical reference series)

Includes index.

1. Amiga (Computer)-Programming. 2. Read-only
storage. 1.. Commodore Business Machines.
QA76.8.A177A655 1986 005.4°46 86-10887
ISBN 0-201-11099-7

COPYRIGHT © 1986 by Commodore Electronics, Ltd.

Al rights reserved. No part of this publication may be reproduced, stored, in a retrieval system, or transmitted, in any form or by
any means, electronic, mechanical, photocopying, recording, or otherwise, without the prior written permission of the publisher.
Printed in the United States of America. Published simultaneously in Canada.

DISCLAIMER

COMMODORE-AMIGA, INC,, (“COMMODORE") MAKES NO WARRANTIES, EITHER EXPRESSED OR IMPLIED, WITH
RESPECT TO THE PROGRAMS DESCRIBED HEREIN, THEIR QUALITY, PERFORMANCE, MERCHANTABILITY, OR FIT-
NESS FOR ANY PARTICULAR PURPOSE. THESE PROGRAMS ARE SOLD “AS IS.” THE ENTIRE RISK AS TO THEIR
QUALITY AND PERFORMANCE IS WITH THE BUYER. SHOULD THE PROGRAMS PROVE DEFECTIVE FOLLOWING
PURCHASE, THE BUYER (AND NOT THE CREATOR OF THE PROGRAMS, COMMODORE, THEIR DISTRIBUTORS OR
THEIR RETAILERS) ASSUMES THE ENTIRE COST OF ALL NECESSARY DAMAGES. IN NO EVENT WILL COMMODORE
BE LIABLE FOR DIRECT, INDIRECT, INCIDENTAL OR CONSEQUENTIAL DAMAGES RESULTING FROM ANY DEFECT
IN THE PROGRAMS EVEN IF IT HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. SOME LAWS DO NOT
ALLOW THE EXCLUSION OR LIMITATION OF IMPLIED WARRANTIES OR LIABILITIES FOR INCIDENTAL OR CONSE-
QUENTIAL DAMAGES, SO THE ABOVE LIMITATION OR EXCLUSION MAY NOT APPLY.

Amiga is a trademark of Commodore-Amiga, Inc.

Printed from camera-ready mechanicals supplied by the authors.

DEFGHIJ-BA-98987

Fourth Printing, January 1987



PREFACE

System Software Architecture

The Amiga kernel consists of a number of system modules, some of which reside per-
manently in the protected kickstart memory and others that are loaded as needed from
the system disk. Figure P-1 illustrates how the various modules interact with one
another. At the top of the hierarchy are Workbench and the Command Line Interface
(CLI), the user-visible portions of the system. Workbench uses Intuition to produce its
displays and AmigaDOS to interact with the filing system. Intuition, in turn, uses the
input device to retrieve its input and the graphics and layers library routines to produce
its output.

AmigaDOS controls processes and maintains the filing system and is in turn built on
Exec, which manages tasks, task switching, interrupt scheduling, message-passing, 1/0,
and many other functions.

At the lowest level of the hierarchy is the Armiga hardware itsell. Just above the
hardware are the modules that control the hardware directly. Exec controls the 68000,
scheduling its time among tasks and maintaining its interrupt vectors, among other
things. The trackdisk device is the lowest-level interface to the disk hardware, perform-
ing disk-hcad movement and raw disk 1/0. The keyboard and gameport devices handle
the keyboard and gameport hardware, queuing up input events for the input device to



process. The audio device, serial device, and parallel device handle their respective
hardware. Finally, the routines in the graphics library handle the interface to the graph-
ics hardware.

Programming

The functions of the kernel were designed to be accessed from any language that follows
the Amiga’s standard interface conventions. These conventions define the proper nam-
ing of symbols, the correct usage of processor registers, and the format of public data
structures.

REGISTER CONVENTIONS

All system functions follow a simple set of register conventions. The conventions apply
when any system function is called; programmers are encouraged to use the same con-
ventions in their own code.

The registers DO, D1, AO, and Al are always scratch; they are free to be modified at any
time. A function may use these registers without first saving their previous contents.
The values of all other data and address registers must first be preserved. If any of
these registers are used by a function, their contents must be saved and restored
appropriately.

If assembly code is used, function parameters may be passed in registers. The conven-
tions in the preceding paragraphs apply to this use of registers as well. Parameters
passed in DO, D1, AO, or A1 may be destroyed. All other registers must be preserved.

If a function returns a result, it is passed back to the caller in DO. If a function returns
more than one result, the primary result is returned in DO and all other results are
returned by accessing reference parameters.

The AG register has a special use within the system, and it may not be used as a param-
eter to system functions. It is normally used as a pointer to the base of a function vec-
tor table. All kernel functions are accessed by jumping to an address relative to this
base.
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DATA STRUCTURES

The naming, format, and initial values of public data structures must also be consistent
The conventions are quite simple and are summarized below.

1. All non-byte fields must be word-aligned. This may require that certain fields be
padded with an extra byte.

2. All address pointers should be 32 bits (not 24 bits) in size. The upper byte must
never be used for data.

3. Fields that are not defined to contain particular initial values must be initialized to
zero. This includes pointer fields

4. All reserved fields must be initiahized to zero (for future compatibility).

5. Data structures to be accessed by custom hardware must not be allocated on a pro-
gram stack.

6. Public data structures (such as a task control structure) must not be allocated on a
program stack.

7. When data structures are dynamically allocated, conventions 3 and 4 above can be

satisfied by specifying that the structure is to be cleared upon allocation.

OTHER PRACTICES

A few other general programming practices should be noted.

1. Never use absolute addresses. All hardware registers and special addresses have
symbolic names (see the include files and amiga.lib).

2. Because this is a multitasking system, programs must never directly modify the pro-
cessor exception vectors (including traps) or the processor priority level.

3. Do not assume that programs can access hardware resources directly. Most
hardware is controlled by system software that will not respond well to interference.
Shared hardware requires programs to use the proper sharing protocols.

4. Do not access shared data structures directly without the proper mutual exclusion.

Remember, it is a multitasking system and other tasks may also be accessing the
same structures.

Vi



5. Most system functions require a particular execution environment. For example,
DOS functions can be executed only from within a process; execution from within a
task is not sufficient. As another example, most kernel functions can be executed
from within tasks, but cannot be executed from within interrupts.

6. The system does not monitor the size of a program stack. Take care that your pro-
grams do not cause it to overflow.

7. Tasks always execute in the 68000 processor user mode. Supervisor mode is reserved
for interrupts, traps, and task dispatching. Take extreme care if your code executes
in supervisor mode. Exceptions while in supervisor mode are deadly.

8. Do not disable interrupts or multitasking for long periods of time.

9. Assembly code functions that return a result do not necessarily affect the processor
condition codes. By convention, the caller must test the returned value before act-
ing on a condition code. This is usually done with a TST or MOVE instruction.
Do not trust the condition codes returned by system functions.

68010 AND 68020 COMPATIBILITY

If you wish your code to be upwardly compatible with the 68010/68020 processors, you
must avoid certain instructions and you must not make assumptions about the format of
the supervisor stack frame. In particular, the MOVE SR,<ea>> instruction is a
privileged instruction on the 68010 and 68020. If you want your code to work correctly
on all 680x0 processors, you should use the GetCC() function instead (see the Exec
library function descriptions in the appendixes to Amiga ROM Kernel Reference
Manual: Libraries and Devices).

USING AMIGA EXEC FUNCTIONS

The following guidelines will be helpful when you are trying to determine which func-
tions may be run from within a task or from within interrupt code, when to forbid or
permit task switching, and when to disable or enable interrupts.

Functions That Tasks Can Perform

Amiga system software distinguishes between tasks and processes. Figure P-1 illustrated
this difference. Specifically, the information in a task control block is a subset of the
information contained in a process control block. Consequently, any functions that
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expect to use process control information will not function correctly if provided with a
pointer to a task. Generally speaking, tasks can perform any function that is described
in this manual. A task cannot, however, perform any function that is related to
AmigaDOS (such as printf, Read, Write, and so on). If you want a task to perform
DOS-related functions, you should arrange for the task to send a message to a “process,”
which in turn can perform the function (filling a bufler that is passed to the task, for
example) and signal that the job has been done. The alternative is to use the DOS func-
tion CreateProc() instead of the Exec support function CreateTask() for tasks that
you spawn yourself. A process can call all functions, including DOS functions.

More information about tasks can be found in the “Tasks’ chapter.

Functions That Interrupt Code Can Perform

The following Exec functions can be safely performed during interrupts:

Alert() FindPort()
Disable() FindTask()
Cause() PutMsg()

Enable() ReplyMsg()

FindName() Signal()

In addition, if you are manipulating your own list structures during interrupt code, you
can also use the following functions:

AddHead()
AddTail()
Enqueue()
RemHead()
RemTail()

General Information about Synchronization

The system functions Enable() and Disable() are provided to enable and disable inter-
rupts. The system functions Forbid() and Permit() disallow or allow task switching.
You need only determine what you are trying to synchronize with before deciding if you
must wrap an Enable()/Disable() pair around a function call, use Forbid()/Permit(),
or simply allow the system to interrupt or switch tasks at its whim.



If you are trying to modily a data structure common to two tasks, you must assure that
your access to these structures is consistent. One method is to put Forbid()/Permit()
around anything that modifies (or reads) that structure. This makes the function
atomic; that is, the structure is stable and consistent after each full operation by either
task. If you are trying to synchronize with something that might happen as a result of
interrupt code (for example, Exec data structures), you put Disable()/Enable() around
any of your own operations that might interact with such operations. There are other
methods (sending messages, using semaphores, and so on), but they are somewhat more
involved.

Note that if you are trying to read the contents of a data structure while it is being
changed, it is possible to generate an address error that will be sensed by the 68000,
causing an exception. This is caused by reading a pointer that is supposed to point to
where the data is located. If the pointer value is no longer valid, it may point to a
nonexistent memory location that, when read, causes an exception.

Contents of This Manual

This manual describes the functions of Amiga’s multi-tasking executive (Exec). For infor-
mation about the graphics support routines (including text and animation) and the I/O
devices, see Amiga ROM Kernel Manual: Libraries and Devices. Also included in that
volume are the Workbench, which is an environment for running programs, and the
floating point mathematics library.

The discussion of the data structures and routines in this manual is reinforced through
numerous C-language examples. The examples are kept as simple as possible. Whenever
possible, each example demonstrates a single function. Where appropriate, there are
complete sample programs.

Boldface type is used for the names of functions, data structures, macros, and variables.
System header files and other system file names are shown in italics.

In code examples that show data structures and pointers, this book adheres to the fol-
lowing naming conventions. For example, the name node refers to an instance of a

Node and In refers to a pointer to a Node.

For more information, see also Amiga Intuition Reference Manual, AmigaDOS User’s
Manual, AmigaDOS Developer’s Manual, and AmigaDOS Technical Reference Manual.
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Chapter 1

LISTS AND QUEUES

A thorough understanding of the basic elements of Exec lists and queues is necessary to
write programs that deal properly with Exec. Subjects related to lists and queues
include the node structure of lists, the linkage and initialization of list structures, and
the list support functions and macros. Queues and priority sorted lists, which are

achieved through the use of the list functions applied in a certain order, are also
important.
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Introduction

The Amiga system software operates in a highly dynamic environment of control data
structures. An early design goal of Exec was to keep the system flexible and open-ended
by not creating artificial boundaries on the number of system structures used. Rather
than using static sized system tables, Exec uses dynamically created structures that are
attached to the system as needed. This concept is central to the design of Exec.

Exec uses lists to maintain its internal database of system structures. Tasks, interrupts,
libraries, devices, messages, I/O requests, and all other Exec data structures are support-
ed and serviced through the consistent application of Exec’s list mechanism. Lists have
a common data structure, and a common set of functions is used for manipulating them.
Because all of these structures are treated in a similar manner, only a small number of
list handling functions need be supported by Exec.

List Structure

A list is composed of a header and a chain of linked elements called nodes. The header
maintains memory pointers to the first and last nodes of the linked chain of nodes. The
address of the header serves as the handle to the entire list. When referring to a list,
you refer to the address of its header. In addition, the header specifies the data type of
the nodes in a list. Node data typing will be discussed later.

NODE STRUCTURE

A node is divided into two parts: list linkage and node content. The linkage part con-
tains memory pointers to the node’s successor and predecessor nodes, the node data
type, and the node priority. The content part stores the actual data structure of
interest. As a C language structure, the linkage part of a node is defined as follows:

struct Node {

struct Node *In_Succ;
struct Node *In_Pred;
UBYTE In_Type;
BYTE In_Pri;
char *In_Name;

}s
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where

In_Suce

points to the next node in the list (successor),

In_Pred

points to the previous node in the list (predecessor),

In_Type
defines the type of the node,

In_Pri

specifies the priority of the node, and

In_Name

points to a printable name for the node.
As usual, node refers to an instance of a node, and In is a pointer to a node.

The Exec Interrupt structure, a complete node, is defined as follows:

struct Interrupt {

struct Node is_Node;
APTR is_Data;
VOID (*is_Code)();

}5

Here the is_Data and is_Code fields represent the useful content of the node.

NODE INITIALIZATION

Before you link a node into a list, you should initialize it. The initialization consists of
setting the In_Type, In_Pri, and In_Name fields to their appropriate values. The
In_Succ and In_Pred ficlds do not require initialization. The In_Type field contains
the data type of the node. This indicates to Exec (and other interested subsystems) the
type, and hence the structure, of the content portion of the node. Some of the standard
system types are defined in the exec/nodes.i and exec/nodes.h include files. Some exam-
ples of standard system types are NT_TASK, NT_INTERRUPT, NT_DEVICE,
and NT_MSGPORT. These are defined in exec/nodes.h.
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The In_Pri field uses a signed numerical value ranging from -128 to +127 to indicate the
priority of the node relative to other nodes in the same list. Higher-priority nodes have
more positive values; for example, 127 is the highest priority, zero is nominal priority,
and -128 is the lowest priority. Some Ixec lists are kept sorted by priority order. In
such lists, the highest-priority node is at the head of the list, and the lowest-priority
node is at the tail of the list. For most Exec node types, priority is not used. In such
cases it is a good practice to initialize the priority field to zero.

The In_Name field is a pointer to a null-terminated string of characters. Node names
are used mostly to bind symbolic names to actual nodes. They are also useful for debug-
ging purposes. It is always a good idea to provide every node with a name.

Here is a C example showing how you might initialize a node called myInt, which is an
instance of the interrupt structure defined above:

struct Interrupt mylInt;
myInt.In_Type = NT_INTERRUPT;
myInt.In_Pri = 20;

myInt.In_Name = ”"sample.interrupt”

HEADER STRUCTURE

As mentioned earlier, the header maintains memory pointers to the first and last nodes
of the linked chain of nodes. This header also serves as a handle for referencing the en-
tire list.

Here is the C-structure of a list header:

struct List {
struct Node *lh_Head;
struct Node *lh_Tail;
struct Node *lh_TailPred;

UBYTE Ih_Type;
UBYTE lh_pad;
b
where:
1h_Head

points to the first node in the list,
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Ih_Tail

is always zero,

lh_TailPred

points to the last node in the list,

lh_Type
defines the type of nodes within the list, and

l1h_pad

is merely a structure alignment byte (not used).
As usual, list refers to an actual instance of a list, and lh is a pointer to a node.

One subtlety here should be explained further. The head and tail portions of the header
actually overlap. This is best understood if you think of the head and tail as two
separate nodes. The lh_Head field is the In_Succ field of the first node in the list, and
the lh_Tail field is its In_Pred. The lh_Tail is set permanently to zero to indicate
that this node is the first on the list—that is, it has no successors. A similar method is
used for the tail node. The lh_Tail field is the lh_Succ field of the last node in the list
and the lh_TailPred ficld is its In_Pred. In this case, the zero lh_Tail indicates that
the node is the last on the list—that is, it has no predecessors.

HEADER INITIALIZATION

List headers must be properly initialized before use. It is not adequate to initialize the
entire header to zero. The head and tail entries must be set up correctly.

The header should be initialized as follows:
1. Assign the lh_Head field to the address of 1h_Tail.
2.  Assign the lh_TailPred field to the address of lh_Head.
3.  Clear the ITh_Tail field.

4. Set lh_Type to the same data type as that of the nodes to be kept in this list.

In C. an example initialization might look like this:
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struct List list;

list.]lh_Head = &list.lh_Tail;
list.lh_TailPred = &list.lh_Head;
list.1h_Tail = 0;

list.lh_Type = NT_INTERRUPTS;

In assembly code, only four instructions are necessary to initialize the header:

MOVE.L  AO0,(A0)

ADDQL  #LH_TAIL,(A0)

CLR.L LH_TAIL(A0)

MOVE.L A0 ,LH_TAILPRED(A0)

Note that this sequence of instructions is the same as is used in the macro NEWLIST,
contained in the file exec/lists.i. The sequence performs its function without destroying
the pointer to the list header in AO (which is why ADDQ.L is used). This function may
also be accessed from C as a call to NewList(lh) where lh is the address of the list
header. See the source code for CreatePort() in chapter 3, “Messages and Ports,” for
one instance of its use.

List Functions

14
Exec provides a number of symmetric functions for handling lists. There are functions
for inserting and removing nodes in lists, for adding and removing tail and head nodes in
lists, for inserting nodes in a priority order, and for searching a list for a node with a
particular name.

INSERTION AND REMOVAL

The Insert() function is used for inserting a new node into any position in a list. It al-
ways inserts the node following a specified node that is already part of the list. For ex-
ample, Insert(lh,ln,pred) inserts the node after pred in the specified list. If the pred
node points to the list header or is null, the new node will be inserted at the head of the
list. Similarly, if the pred node points to the list lh_Tail field, the new node will be in-
serted at the tail of the list. However, both of these actions can be better accomplished
with the functions mentioned in the “Special Case Insertion” section below.
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The Remove() function is used to remove a specified node from a list. For example,
Remove(Iln) will remove the specified node from whatever list it is in. Please note: to
be removed, a node must actually be in the list. If you attempt to remove a node that is
not in a list, you will cause serious system internal problems.

SPECIAL CASE INSERTION

Although the Insert() function allows new nodes to be inserted at the head and the tail
of a list, the AddHead() and AddTail() functions will do so with higher efliciency.
Adding to the head or tail of a list is common practice in queue type operations, as in
first-in-first-out (FIFO) or last-in-first-out (LIFO or stack) operations. For example,
AddHead(lh,ln) would insert the node at the head of the specified list.

SPECIAL CASE REMOVAL

The two functions RemHead() and RemTail() are used in combination with
AddHead() and AddTail() to create special list ordering. When you combine
AddTail() and RemHead(), you produce a first-in-first-out (FIFO) list. When you
combine AddHead() and RemHead() a last-in-first-out (LIFO or stack) list is pro-
duced. RemTail() exists for symmetry. Other combinations of these functions can also
be used productively. For example, RemTail(lh) removes the last node from the

specified list and returns a pointer to it as a result. If the list is empty, it returns a zero
result.

PRIORITIZED INSERTION

None of the list functions discussed so far makes use of the priority field in the list data
structure. The Enqueue() function makes use of this field and is equivalent to Insert()
for a priority sorted list. It performs an insert on a priority basis, keeping the higher-
priority nodes towards the head of the list. All nodes passed to this function must have
their priority assigned prior to the call. For example, Enqueue(lh,ln) inserts the node
into the prioritized list alter the last node of same or higher priority.

As mentioned earlier. the highest-priority node is at the head of the list, and the lowest-
priority node is at the tail of the list. The RemHead() function will return the
highest-priority node, and RemTail() will return the lowest-priority node.

Note that if you insert a node that has the same priority as another node in the list,
Enqueue() will use FII'O ordering. The new node is inserted following the last node of
equal priority.
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SEARCHING BY NAME

Because most lists contain nodes with symbolic names attached (via the In_NName field),
it is possible to find a node by its name. This naming technique is used throughout Exec
for such nodes as tasks, libraries, devices, and resources.

The FindName() function is provided to search a list for the first node with a given
name. For example, FindName(lh, ‘“Furrbol”) returns a pointer to the first node
named “Furrbol.” If no such node exists, a zero is returned. The case of the name char-
acters is significant; “foo” is different from “Foo.”

To find multiple occurrences of nodes with identical names, the FindName() function is
called multiple times. For example, if you want to find the second node with the
“Furrbol” name:

struct List *1h;
struct Node *In, *FindName();
In = FindName(lh, “Furrbol”);
if (In !'=0) {
In = FindName(In, “Furrbol”);

}

Notice that the second search uscs the node found by the first search. The
FindName() function never compares the specified name with that of the starting node.
It always begins the search with the successor of the starting node.

List Macros

£

Assembly code programmers may want to optimize their code by using assembly code
list macros. Because these macros actually embed the specified list operation into the
code, they result in slightly faster operations. The file exec/lists.i contains the recom-
mended set of macros. For example, the following instructions implement the

REMOYVE macro:

MOVE.L (A1),A0 * get, successor
MOVE.L LN_PRED(A1),A1 * get predecessor
MOVE.L A0,(A1) * fix up predecessor’s succ pointer

MOVE.L A1, LN_PRED(A0) * fixup successor’s pred pointer
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Empty Lists

It is often important to determine if a list is empty. This can be done in many ways,
but only two are worth mentioning. If either the lh_TailPred field is pointing to the
list header or the In_Succ field of the ]h_Head is zero, then the list is empty.

In C, for example, these methods would be written as follows:

if (list.1h_TailPred == &list) {
printf ("list is empty”);
}

or

if (list.]lh_Head->In_Succ == 0) {
printf ("list is empty”);
}

In assembly code, if AO points to the list header, these methods would be written as
follows:

CMP.L LH_TAILPRED(AO0),A0
BEQ list_is_empty

or

MOVE.L LH_HEAD(AO0),A1
TST.L LN_SUCC(A1)
BEQ list_is_empty

Because LH_HEAD and LN_SUCC are both zero oflsets, the second case can be
simplified.

Scanning a List

Occasionally a program may need to scan a list to locate a particular node, find a node
that has a field with a particular value, or just print the list. Because lists are linked in
both the forward and backward directions, the list can be scanned from either the head
or tail.
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Here is an example of C code that uses a for loop to print the names of all nodes in a
list:

struct List *lh;

struct Node *In;

for (In = lh -> 1h_Head; In -> In_Succ; In = In -> In_Succ) {
printf ("node %Ix is named %s”, In, In -> In_name);

}

In assembly code, it is more eflicient to use a lookahead cache pointer when scauning a
list. In this example the list is scanned until the first zero-priority node is reached:

MOVE.L (A1),D1 * first node
scan:
MOVE.L D1,A1
MOVE.L (A1),D1 * lookahead to next

BEQ.S not_found * end of list
TST.B LN_PRI(A1)
BNE.S scan

* found one
not_found:

Important Note: 1t is possible to collide with other tasks when manipulating shared sys-
tem lists. For example, if some other task happens to be modifying a list while your
task scans it, an inconsistent view of the list may be formed. This can result in a cor-
rupted system. Generally it is not permissible to read or write a shared system list
without first locking out access from other tasks (and in some cases locking out access
from interrupts). This technique of mutual exclusion is discussed in the “Tasks”
chapter.
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Chapter 2

TASKS

The management of tasks on the Amiga involves task creation, termination, event sig-
nals, traps, exceptions, and mutual exclusion. The discussions in this chapter assume

that you have a basic understanding of lists (see chapter 1) and some understanding of
multitasking principles.
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Introduction

Multitasking is one of the primary features supported by Exec. Multitasking is the abil-
ity of an operating system to manage the simultaneous execution of multiple indepen-
dent processor contexts. In addition, good multitasking does this in a transparent
fashion: a task is not forced to recognize the existence of other tasks. In Exec this
involves sharing the 68000 processor among a number of concurrent programs, providing
each with its own virtual processor.

' SCHEDULING

Exec accomplishes multitasking by multiplezing the 68000 processor among a number of
task contexts. Every task has an assigned priority, and tasks are scheduled to use the
processor on a priority basis. The highest-priority ready task is selected and receives
processing until a higher-priority task becomes active, the running task exceeds a preset
time period (a quantum) and there is another equal-priority task ready to run, or the
task needs to wait for an external event before it can continue.

Task scheduling is normally preemptive in nature. The running task may lose the pro-
cessor at nearly any moment by being displaced by another more urgent task. Later,
when the preempted task regains the processor, it continues from where it left off.

It is also possible to run a task in a nonpreemptive manner. This mode of execution is
generally reserved for system data structure access. It is discussed in the ‘“Exclusion”
section toward the end of this chapter.

In addition to the prioritized scheduling of tasks, time-slicing also occurs for tasks with
the same priority. In this scheme a task is allowed to execute for a quantum (a preset
time period). If the task exceeds this period, the system will preempt it and give other
tasks of the same priority a chance to run. This will result in a time-sequenced round
robin scheduling of all equal-priority tasks.

Because of the prioritized nature of task scheduling, tasks must avoid performing the
busy wait technique of polling. In this technique, a piece of code loops endlessly waiting
for a change in state of some external condition. Tasks that use the busy wait technique
waste the processor and eat up all its spare power. In most cases this prevents lower-
priority tasks from receiving any processor time. Because certain devices, such as the
keyboard and the disk, depend on their associated tasks, using a busy wait at a high
priority may defer important system services. Busy waiting can even cause system
deadlocks.
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When there are no ready tasks, the processor is halted and only interrupts will be ser-
viced. Because task multiplexing often occurs as a result of events triggered by system
interrupts, this is not a problem. Halting the processor often helps improve the perfor-
mance of other system bus devices.

TASK STATES

For every task, Exec maintains state information to indicate its status. A normally
operating task will exist in one of three states:

running

ready

waiting

A task that is running is one that currently owns the processor. This
usually means that the task is actually executing, but it is also possible
that it has been temporarily displaced by a system interrupt.

A task that is ready is one that is not currently executing but that is
scheduled for the processor. The task will receive processor time based
on its priority relative to the priorities of other running and ready tasks.

A task that is waiting is in a paused state waiting for an external event
to occur. Such a task is not scheduled to use the processor. The task
will be made ready only when one of its external events occurs (see the
“Signals” section below).

A task may also exist in a few transient states:

added

removed

exception

A task in the added state has just been added to Exec and has not yet
been scheduled for processing.

A task in the removed state is being removed. Tasks in this state are
effectively terminated and are usually undergoing clean-up operations.

A task in the exception state is scheduled for special exception
processing.



TASK QUEUES

Tasks that are not in the running state are linked into one of two system queues. Tasks
that are marked as ready to run but awaiting an opportunity to do so are kept in the
ready queue. This queue is always kept in a priority sorted order with the highest priori-
ty task at the head of the queue. A waiting queue accounts for tasks that are awaiting
external events. Unlike the ready queue, the waiting queue is not kept sorted by priori-
ty. New entries are appended to the tail of the queue. A task will remain in the waiting
queue until it is awakened by an event (at which time it is placed into the ready queue).

PRIORITY

A task’s priority indicates its importance relative to other tasks. Higher-priority tasks
receive the processor before lower-priority tasks do. Task priority is stored as a signed
number ranging from -128 to +127. Higher priorities are represented by more positive
values; zero is considered the neutral priority. Normally, system tasks execute some-
where in the range of +20 to -20.

It is not wise to needlessly raise a task’s priority. Sometimes it may be necessary to
carefully select a priority so that the task can properly interact with various system
tasks. The ChangePri() Exec function is provided for this purpose.

STRUCTURE

Exec maintains task context and state information in a task-control data structure. Like
most Exec structures, these structures are dynamically linked onto various task queues
through the use of a prepended list Node structure. The C-language form of this struc-
ture is defined in the ezec/task.h include file as follows:
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extern struct Task {
struct Node tc_Node;
UBYTE tc_Flags;
UBYTE  tc_State;

BYTE tc_IDNestCnt; /* intr disabled nesting */
BYTE tc_TDNestCnt; /* task disabled nesting */
ULONG tc_SigAlloc; /* sigs allocated */

ULONG tc_SigWait; /* sigs we are waiting for */
ULONG tc_SigRecvd; /* sigs we have received */
ULONG tc_SigExcept; /* sigs we will take excepts for */
UWORD tc_TrapAlloc; /* traps allocated */
UWORD tc_TrapAble; /* traps enabled */

APTR tc_ExceptData; /* points to except data */
APTR tc_ExceptCode; /* points to except code */
APTR tc_TrapData; /* points to trap code */
APTR tc_TrapCode; /* points to trap data */
APTR tc_SPReg; /* stack pointer */

APTR tc_SPLower; /* stack lower bound */
APTR tc_SPUpper; /* stack upper bound + 2%/
VOID (*te_Switch)(); /* task losing CPU */
VOID (*tc_Launch)(); /* task getting CPU %/
struct List tc_MemEntry; /* allocated memory */
APTR tc_UserData; /* per task data */

¥
A similar assembly code structure is available in the exec/tasks.7 include file.

Most of these fields are not relevant for simple tasks; they are used by Exec for state
and administrative purposes. A few fields, however, are provided for the advanced pro-
grams that support higher level environments (as in the case of processes) or require pre-
cise control (as in devices). The following sections explain these fields in more detail.

Creation

To create a new task you must allocate a task structure, initialize its various fields, and
then link it into Exec with a call to AddTask(). The task structure may be allocated
by calling the AllocMem() function with the MEMF_CLEAR and MEMF_PUBLIC
allocation attributes. These attributes indicate that the data structure is to be pre-
initialized to zero and that the structure is shared.
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The Task fields

that require initialization depend on how you intend to use the task.

For the simplest of tasks, only a few fields must be initialized:

tc_Node
The
its n

tc_SPLower
The

tc_SPUpper
The

tc_SPReg
The

this

Zeroing all other

task list node structure. This includes the task’s priority, its type, and
ame (refer to the “Lists and Queues” chapter).

lower memory bound of the task’s stack
upper memory bound of the task’s stack
initial stack pointer. Because task stacks grow downward in memory,

field is usually set to the same value as tc_SPUpper.

unused fields will cause Exec to supply the appropriate system default

values. Allocating the structure with the MEMF_CLEAR attribute is an easy way to
be sure that this happens.

Once the structure has been initialized, it must be linked to Exec. This is done with a
call to AddTask() in which the following parameters are specified:

task

initialPC

finalPC

A pointer to an initialized task structure.

The entry point of your task code. This is the address of the first in-
struction the new task will execute.

The finalization code for your task. This is a code fragment that will
receive control if the initialPC routine ever performs a return (RTS).
This exists to prevent your task from being launched into random
memory upon an accidental return. The finalPC routine should usu-
ally perform various program-related clean-up duties and should then
remove the task. If a zero is supplied as this parameter, Exec will use
its default finalization code (which simply calls the RemTask()
function)

Depending on the priority of the new task and the priorities of other tasks in the sys-
tem, the newly added task may immediately begin execution.

Here is an example of simple task creation:
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#include ”exec/types.h”
#include "exec/memory.h”
#include ”exec/tasks.h”
#define STACK_SIZE 1000
extern APTR AllocMem();
extern EntryPoint();

SimpleTask()

{

struct Task *tc;
APTR stack;
stack = (APTR) AllocMem (STACK_SIZE, MEMF_CLEAR );
if (stack ==0) {
printf ("not enough memory for task stack”);
return(0);

}

tc = (struct Task *) AllocMem (sizeof(struct Task),
MEMF_CLEAR | MEMF_PUBLIC);

if (tc ==0) {
printf ("not enough memory for task control structure”);
FreeMem (stack, STACK_SIZE);
return(0);

}

task = (struct Task *) AllocMem (sizeof(struct Task),
MEMF_CLEAR | MEMF_PUBLIC);

if (tc ==0) {
printf ("not enough memory for task name”);
FreeMem (stack, STACK_SIZE);
return(0);

}

tc -> tc_SPLower = (APTR) stack;
tc -> tc_SPUpper = (APTR) (STACK_SIZE + (ULONG) stack);
tc -> tc_SPReg = tc-> tc_SPUpper;

tc -> tc_Node.In_Type = NT_TASK;
tc -> tc_Node.In_Name = "example.task”;

AddTask (tc, EntryPoint, 0);

Tasks
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STACK

Every task requires a stack. All task stacks are user mode stacks (in the language of the
68000) and are addressed through the A7 CPU register. All normal code execution oc-
curs on this task stack. Special modes of execution (processor traps and system inter-
rupts for example) execute on a single supervisor mode stack and do not directly affect
task stacks.

Task stacks are normally used to store local variables, subroutine return addresses, and
saved register values. Additionally, when a task loses the processor, all of its current re-
gisters are preserved on this stack (with the exception of the stack pointer itself, which
must be saved in the task structure).

The amount of stack used by a task can vary widely. The minimum stack size is 70
bytes, which is the number required to save 17 CPU registers and a single return ad-
dress. Of course, a stack of this size would not give you adequate space to perform any
subroutine calls (because the return address occupics stack space). On the other hand, a
stack size of 1K would suflice to call most system functions but would not allow much in
the way of local variable storage.

Because stack-bounds checking is not provided as a service of Exec, it is important to
provide enough space for your task stack. Stack overflows are always diflicult to debug
and may result not only in the erratic failure of your task but also in the mysterious
malfunction of other Amiga subsystems.

Termination

Task termination may occur as the result of a number of situations:

1. A program returning from its initialPC routine and dropping into its finalPC
routine or the system default finalizer.

o

A task trap that is too serious for a recovery action. This includes traps like
processor bus error, odd address access errors, etc.

3. A trap that is not handled by the task. For example, the task might he ter-
minated if your code happencd to encounter a processor TRAP instruction and
you did not provide a trap handling routine.

4.  An explicit call to the Exec RemTask() function.
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Task termination involves the deallocation of system resources and the removal of the
task structure from Execc. The most important part of task termination is the dealloca-
tion of system resources. A task must return all memory that it allocated for its private

use, it must terminate any outstanding I/O commands, and it must close access to any
system libraries or devices that it has opened.

It is wise to adopt a strategy for task clean-up responsibility. You should decide wheth-
er resource allocation and deallocation is the duty of the creator task or the newly creat-
ed task. Sometimes it is easier and safler for the creator to handle the necessary resource
allocation and deallocation on behalf of its offspring. On the other hand, if you expect
the creator to terminate before its offspring, it would not be able to handle resource

deallocation. In such a case, each of its child tasks would need to deallocate its own
resources.

.Signals

Tasks often need to coordinate with other concurrent system activities (other tasks and
interrupts). Such coordination is achieved through the synchronized exchange of specific
event indicators called signals. This is the primary mechanism responsible for all inter-
task communication and synchronization on the Amiga.

The signal mechanism operates at a low level and is designed for high performance. Sig-
nals often remain hidden from the user program. The message system, for instance, may

use signals to indicate the arrival of a new message. The message system is described in
more detail in chapter 3.

The signal system is designed to support independent simultaneous events. Signals may
be thought of as occurring in parallel. Each task may define up to 32 independent sig-
nals. These signals are stored as single bits in a few fields of the task control structure,
and one or more signals can occur at the same time.

All of these signals are considered fask relative: a task may assign its own significance to
a particular signal. Signals are not broadcast to all tasks; they are directed only to indi-
vidual tasks. A signal has meaning to the task that defined it and to those tasks that
have been informed of its meaning. For example, signal bit 12 may indicate a timeout
event to one task, but to another task it may indicate a message arrival event.
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ALLOCATION

As mentioned above, a task assigns its own mcaning to a particular signal. Because cer-
tain system libraries may occasionally require the use of a signal, there is a convention
for signal allocation. It is unwise ever to make assumptions about which signals are ac-
tually in use.

Before a signal can be uscd, it must be allocated with the AllocSignal() function. This
marks the signal as being in use and prevents the accidental use of the same signal for
more than one event. You may ask for either a specific signal number or the next free
signal. The state of the newly allocated signal is cleared (ready for use). Generally it is
best to let the system assign you the next free signal. Of the 32 available signals, the
lower 16 are usually reserved for system use. This leaves the upper 16 signals free for
the user. Other subsystems that you may call depend on AllocSignal().

The following C example asks for the next free signal to he allocated for its use:

signal = AllocSignal(-1);

if (signal ==-1) {
printf(”no signal bits available”);
return;

} else {

printf("allocated signal number %1d”, signal);

}

Note that the value returned by AllocSignal() is a signal bit number. This value can-

not be uscd directly in calls to signal-related functions without first being converted to a
mask:

mask = 1 < < signal;
When a signal is no longer needed, it should be freed for reuse with FreeSignal().

It is important to realize that signal bit allocation is relevant only to the running task.
You cannot allocate a signal from another task.
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WAITING FOR A SIGNAL

Signals are most often used to wake up a task upon the occurrence of some external
event. This happens when a task is in its wait state and another task (or a system in-
terrupt) causes a signal. The Wait() function specifies the set of signals that will wake
up the task and then puts the task to sleep (into the waiting state). Any one signal or
any combination of signals from this set are sufficient to awake the task. Wait() returns
a mask indicating which signals from this set satisfied the wait. The Wait() function

implicitly clears those signals that satisfied the wait. This effectively resets those signals
for reuse.

Because tasks (and interrupts) normally execute asynchronously, it is often possible to
receive a particular signal before a task actually waits for it. To avoid missing any
events, programs should hold signals until the Wait() function is called, or until it is ex-
plicitly cleared (with SetSignal()). In such cases a wait will be immediately satisfied,
and the task will not be put to sleep.

As mentioned earlier, a task may wait for more than one signal. When the task returns
from the wait, the actual signal mask is returned. Usually the program must check
which signals occurred and take the appropriate action. The order in which these bits
are checked is often important. Here is a hypothetical example:

signals = Wait (newCharSig | cancelSig | timeOutSig);
if (signals & cancelSig) {
printf (”canceled”);

if (signals & newCharSig) {
printf ("new character”);
}

if (signals & timeOutSig) {
printf ("timeout”);
}

This will put the task to sleep, waiting for a new character, a cancel event, or the ex-
piration of a time period. Notice that this code checks for a cancel signal before check-
ing for a new character or a timeout. Although a program can check for the occurrence
of a particular event by checking whether its signal has occurred, this may lead to busy
wait polling. Such polling is wasteful of the processor and is usually detrimental to the
proper function of the system.
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GENERATING A SIGNAL

Signals may be generated from both tasks and system interrupts with the Signal() func-
tion. For example Signal(tc,mask) would signal the task with the mask signals. More
than one signal can be specified in the mask.

Exclusion

From time to time the advanced system program may find it necessary to access globhal
system data structures. Because these structures are shared by the system and by other
tasks that execute asynchronously to your task, it is wise for you to exclude simultane-
ous access to these structures. This can be accomplished by forbidding or disabling, or
with the use of semaphores. A section of code that requires the use of any of these
mechanisms to lock out access by others is termed a critical section.

FORBIDDING

Forbidding is used when a task is accessing shared structures that might also be accessed
at the same time from another task. It effectively eliminates the possibility of simultane-
ous access by imposing nonpreemptive task scheduling. This has the net effect of disa-
bling multitasking for as long as your task remains in its running state. While forbid-
den, your task will continue running until it performs a call to Wait() or exits from the
forbidden state. Interrupts will occur normally, but no new tasks will be dispatched, re-
gardless of their priorities.

When a task running in the forbidden state calls the Wait() function, it implies a tem-
porary exit from its forbidden state. While the task is waiting, the system will perform
normally. When the task receives one of the signals it is waiting for, it will again reenter
the forbidden state. To become forbidden, a task calls the Forbid() function. To es-
cape, the Permit() function is used. The use of these functions may be nested with the
expected affects; vou will not exit the forbidden mode until you call the outermost Per-
mit().

As an example, Exec memory region lists should he accessed only when forbidden. To
access these lists without forbidding jeopardizes the integrity of the entire system.



struct ExecBase *eb;
struct MemHeader *mbh;
APTR firsts]ARRAYSIZE];
int count;

Forbid();
for (mh = (struct MemHeader *) eb -> MemlList.lh Head
mh -> mh_Node.ln_Succ;
mh = mh -> mh_Node.In_Succ) {
firsts[count++] = mh -> mh_First;

}

Permit();

As this program traverses down the memory region list, it remains forbidden to prevent
the list from changing as it is being accessed.

DISABLING

Disabling is similar to forbidding, but it also prevents interrupts from occurring during a
critical section. Disabling is required when a task accesses structures that are shared by
interrupt code. It eliminates the possibility of an interrupt accessing shared structures
by preventing interrupts from occurring.

To disable interrupts you can call the Disable() function. If you are writing in assem-
bly code, the DISABLE macro is more eflicient (but consumes more code space). To
enable interrupts again, use the Enable() function and ENABLE macros.

Like forbidden sections, disabled sections can be nested. Also like forbidden sections, the
Wait() function implies an Enable() until the task again regains the processor.

It is important to realize that there is a danger in using disabled sections. Because the
software on the Amiga depends heavily on its interrupts occurring in nearly real time,
you cannot disable for more than a very brief instant. A rule of thumb is to disable for
no more than 250 microseconds.

Masking interrupts by changing the 68000 processor interrupt priority levels with the
MOVESR instruction can also be dangerous and is generally discouraged. The disable-
and enable-related functions and macros control interrupts through the 4703 custom
chip and not through the 68000 priority level. In addition, the processor priority level
can be altered only from supervisor mode (which means this process is much less
efficient).
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It is never necessary to both disable and forbid. DBecause disable prevents interrupts, it
also prevents preemptory task scheduling. Many Exec lists can only be accessed while

disabled.

Suppose you want to print the names of all waiting tasks. You would need to

access the task list from a disabled section. In addition, you must avoid calling certain
system functions that require multitasking to function properly (printf() for example).
In this example, the names are gathered into a name array while the code section is dis-
abled. Then the code section is enabled and the names are printed.

#include "exec/types.h”

#include ”"exec/execbase.h”
#include "exec/tasks.h”

extern struct ExecBase *SysBase;

main()

{

}

struct Task *task;
char *names[20];
int count, i;

count = 0;
Delay(50);
Disable();

for (task = (struct Task *)SysBase->TaskWait.lh_Head;
task->tc_Node.ln_Succ; /* stop when Successor node == 0 */
task = (struct Task *)task->tc_Node.lIn_Succ) {
names[count++] = task->tc_Node.In_Name;

}
Enable();
for (i=0; i < count; i++)

printf (* %s\n ”, namesli));

}

Of course, the code in this example will have problems if a waiting task is removed be-
fore its name is printed. If this were to happen, the name-string pointer would no longer
be valid. To avoid such problems it is a good programming practice to copy the entire
name string into a temporary bufler.
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SEMAPHORES

Messages and message ports can be used as semaphores for the purposes of mutual exclu-
sion. With this method of locking, all tasks agree on a locking convention before access-
ing shared data structures. Tasks that do not require access are not affected and will
run normally, so this type of exclusion is considered preferable to forbidding and disa-
bling. Unfortunately, semaphores also represent a considerable amount of overhead for
simple system operations and are not used internal to Exec for efliciency reasons. This
form of exclusion is explained in more detail in the ‘“Messages and Ports” chapter.

Exceptions

Tasks can specify that certain asynchronous events cause exceptions, which are task-
private interrupts that redirect a task’s flow of control. The task essentially suspends
what it is doing and enters a special routine to process its exceptional event.

Exceptions are driven by the task signal mechanism described earlier in this chapter. In-
stead of waiting for a signal to occur, you indicate that it is an exception signal with the
SigExcept() function. When the signal occurs, the task will be “interrupted” from its
normal execution and placed in a special exception handler.

The tec_ExceptCode and tc_ExceptData task ficlds are used to establish the excep-
tion handler. The ficld tc_ExceptCode points to the routine that will handle the ini-
tial processing of all exceptions. If this field is zero, Exec will ignore all exceptions. The
tc_ExceptData field can be used to provide a pointer to related data structure.

On entry to the exception code, the system passes certain parameters in the processor re-
gisters. DO contains a signal mask indicating whick exception has just occurred, and Al
points to the related exception data (from tc_ExceptData). In addition, the previous
task context is pushed onto the task’s stack. This includes the previous PC, SR, D0-D7,
and AO-AG registers. You can think of an exception as a subtask outside of your normal
task. Because task exception code executes in user mode, however, the task stack must
be large cnough to supply the extra space consumed during an exception.

While processing a given exception, Iixec prevents that exception from occurring recur-
sively. At exit from your exception-processing code you should return the same value in
DO to re-cnable that exception signal. When the task executes the RTS at the end of
the handler, the system restores the previous contents of all of the task registers and
resumes the task at the point where it was interrupted by the exception signal. When
two or more exception codes occur simultaneously, the exception-processing code
determines the order in which they are handled by the order in which the signal bits are
examined.
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Traps

Task traps are synchronous exceptions to the normal flow of program control. They are
always generated as a direct result of an operation performed by your program’s code.
Whether they are accidental or purposely generated, they will result in your program be-
ing forced into a special condition in which it must immediately handle the trap. Ad-
dress error, privilege violation, zero divide, and trap instructions all result in task traps.
They may be generated directly by the 68000 processor (Motorola calls them ‘“excep-
tions”) or simulated by software.

A task that incurs a trap has no choice but to respond immediately. The task must
have a module of code to properly handle the trap. Your task may be aborted if a trap
occurs and no means of handling it has been provided.

You may choose to do your own processing of traps. The tc_TrapCode field is the ad-
dress of the handler that you have designed to process the trap. The tc_TrapData
field is the address of the data area for use by the trap handler.

The 68000 traps of interest are:

2 Bus error

3 Address error

4 Illegal instruction

5 Zero divide

6 CHK instruction

7 TRAPYV instruction
8 Privilege violation
9 Trace

10 Line 1010 emulator
11 Line 1111 emulator

32-47  Trap instructions
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The actual stack frames generated for these traps are processor-dependent. The 68010
and 68020 processors will generate a different type of stack frame than the 68000. If you
plan on having your program handle its own traps, you should not make assumptions
about the format of the supervisor stack frame. Check the flags in the AttnFlags field
of the ExecBase structure for the type of processor in use and process the stack frame
accordingly.

HANDLERS

For compatibility with the 68000, Exec performs trap handling in supervisor mode. This
means that all task switching is disabled during trap handling. At entry to the task’s
trap handler, the system stack does contain the trap frame as defined in the 68000
manual. A longword exception number is added at the bottom of this frame. That is,

when a handler gains control, the top of stack contains the exception numbher and the
68000 frame immediately follows.

To return from trap processing, remove the exception number from the stack (note that

this is the supervisor stack, not the user stack) and then perform a return from excep-
tion (RTE).

Because trap processing takes place in supervisor mode, with task dispatching disabled,
it is strongly urged that you keep trap processing as short as possible or switch back to
user mode from within your trap handler. If a trap handler already exists when you add
your own trap handler, it is smart to propagate any traps that you do not handle down
to the previous handler. This can be done by saving the previous tc_TrapCode and
tc_TrapData for use by your handler.

TRAP INSTRUCTIONS

The TRAP instructions in the 68000 generate traps 32-47. Because many independent
pieces of system code may desire to use these traps, the AllocTrap() and FreeTrap()
functions are provided. These work in a fashion similar to that used by AllocSignal()
and FreeSignal(), mentioned above.

Allocating traps is simply a bookkeeping job within a task. It does not affect how the
system calls the trap handler; it helps coordinate who owns what traps. Exec does noth-
ing to determine whether or not the task is prepared to handle this particular trap. It
simply calls your code. It is up to your program to handle the trap.
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To allocate any trap, you can use the following code:

trap = AllocTrap(-1);

if (trap ==-1) {
printf(”all trap instructions are in use”);
return;

}

or you can select a specific trap using this code:

trap = AllocTrap(3);

if (trap ==-1) {
printf("trap #3 is in use”);
return;

}

To free a trap you use FreeTrap().
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Chapter 3

MESSAGES AND PORTS

Introduction

For intersystem communication, Exec provides a consistent, high-performance mechan-
ism of messages and ports. This mechanism is used to pass message structures of arbi-
trary sizes from task to task, interrupt to task, or task to software interrupt. In addi-

tion, messages are often used to coordinate operations between a number of cooperating
tasks.
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A message data structure has two parts: system linkage and message body. The sys-
tem linkage is used by Exec to attach a given message to its destination. The message
body contains the actual data of interest. The message body is any arbitrary data block
less than 64K bytes in size.

Messages are always sent to a predetermined destination port. At a port, incoming mes-
sages are queued in a first-in-first-out (FIFO) order. There are no system restrictions on
the number of ports or the number of messages that may be queued to a port (other
than the amount of available system memory).

Messages are always queued by reference. For performance reasons message copying is
not performed. In essence, a message between two tasks is a temporary license for the
receiving task to use a portion of the memory space of the sending task—that portion
being the message itself. This means that if task A sends a message to task B, the mes-
sage is still part of the task A context. Task A, however, should not access the message
until it has been replied —that is, until task B has sent the message back, using the
ReplyMsg() function. This technique of message exchange imposes important restric-
tions on message access.

Ports

Ports are rendezvous points at which messages are collected. A port may contain any
number of outstanding messages from many diflerent originators. When a message
arrives at a port, the message is appended to the end of the list of messages for that
port, and a prespecified arrival action is invoked. This action may do nothing, or it may
cause a predefined task signal or software interrupt (see the “Interrupts” chapter).

Like many Exec structures, ports may be given a symbolic name. Such names are par-
ticularly useful for tasks that must rendezvous with dynamically created ports. They
are also useful for debugging purposes.

STRUCTURE

A message port consists of a MsgPort structure as defined in the ezec/ports.h and
exec/ports.i include files. The C structure for a port is as follows:
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struct MsgPort {
struct Node mp_Node;
UBYTE mp_Flags;
UBYTE mp_SigBit;
struct  Task *mp_SigTask;
struct  List mp_MsgList;

}s

where
mp_Node
is a standard Node structure. This is useful for tasks that might want to
rendezvous with a particular message port by name.
mp_Flags

are used to indicate message arrival actions. See the explanation below.

mp_SigBit
is the signal bit number when a port is used with the task signal arrival
action.

mp_SigTask
is a pointer to the task to be signaled. If a software-interrupt arrival action
is specified, this is a pointer to the interrupt structure.

mp_MsgList
is the list header for all messages queued to this port. (See the ‘“Lists and
Queues” chapter).

The mp_Flags field contains a subfield indicated by the PF_ACTION mask. This
sub-field specifies the message arrival action that occurs when a port receives a new mes-
sage. The possibilities are as follows:

PA_SIGNAL

This subfield tells the program to signal the specified task on the arrival of
a new message. Every time a message is put to the port another signal will
occur regardless of how many messages have been queued to the port.

PA_SOFTINT

This subfield causes the specified software interrupt. Like PA_SIGNAIL,
PA_SOFTINT will cause the software interrupt to be posted every time a
message is received.

Messages and Ports 31



PA_IGNORE
This subfield tells the program to perform no operation other than queuing
the message. This action is often used to stop signaling or software inter-
rupts without disturbing the contents of the mp_SigTask field.

It is important to realize that a port’s arrival action will occur for each new message
queued, and that there is not a one-to-one correspondence between messages and signals.
Task signals are only single-bit flags so there is no record of how many times a particu-
lar signal occurred. There may be many messages queued and only a single task signal.
All of this has certain implications when designing code that deals with these actions.
Your code should not depend on receiving a signal for every message at your port. All
of this is also true for software interrupts.

CREATION

To create a new message port, you must allocate and initialize a MsgPort structure. If
you desire to make the port public, you will also need to call the AddPort() function.
Port structure initialization involves setting up a Node structure, establishing the mes-
sage arrival action with its parameters, and initializing the list header. The following
example of port creation is equivalent to the CreatePort() function as supplied in
amzga.lib:

extern APTR AllocMem();
extern UBYTE AllocSignal();
extern struct Task *FindTask();

struct MsgPort *
CreatePort (name, pri)
char *name;
BYTE pri;
{

int sigBit;

struct MsgPort *mp;

if ((sigBit = AllocSignal (-1)) ==-1)
return ((struct MsgPort *) 0);

port = AllocMem (sizeof(*port), MEMF_CLEAR | MEMF_PUBLIC);
if (port == 0) {

FreeSignal (sigBit);

return ((struct MsgPort *) (0));
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mp->mp_Node.In_Name = name;
mp->mp_Node.In_Pri = pri;
mp->mp_Node.In_Type = NT_MSGPORT;

mp->mp_Flags = PA_SIGNAL;
mp->mp_SigBit = sigBit;
mp->mp_SigTask = FindTask (0);

if (name !=0) {

AddPort (mp);
1 else {

NewList (&mp->mp_MsgList);
}

return (mp);

DELETION

Before a message port is deleted, all outstanding messages from other tasks must be
returned. This is done by replying to each message until the message queue is empty.
Of course, there is no need to reply to messages owned by the current task (the task per-

forming the port deletion). Public ports attached to the system with AddPort() must
be removed from the system with RemPort().

RENDEZVOUS

The FindPort() function provides a means of finding the address of a public port given
its symbolic name. For example, FindPort(‘“‘Spyder”’) will return either the address of
the message port or a zero indicating that no such public port exists. Names should be
made rather unique to prevent collisions among multiple applications. It is a good idea
to use your application name as a prefix for your port name.

Messages

As mentioned earlier, a message contains both system header information and the actual
message content. The system header is of the Message form defined in ezec/ports.h
and ezec/ports.i. In C this structure is as follows:
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struct Message {
struct Node mn_Node;
struct MsgPort *mn_ReplyPort;
UWORD mn_Length;

¥
where

mn_Node
is a standard Node structure used for port linkage.

mn_ReplyPort
is used to indicate a port to which this message will be returned when a
reply is necessary.

mn_Length
indicates the length of the message body in bytes.

This structure is always attached to the head of all messages. For example, if you want

a message structure that contains the x and y coordinates of a point on the screen, you
could define it as follows:

struct XYMessage {

struct Message xy_Msg;
UWORD «x,y;

}

For this structure, the mn_Length field should be set to sizeof XYMessage.

PUTTING A MESSAGE

A message is delivered to a given destination port with the PutMsg() function. The
message is queued to the port, and that port’s arrival action is invoked. If the action
specifies a task signal or a software interrupt, the originating task may temporarily lose
the processor while the destination processes the message. If a reply to the message is
required, the mn_ReplyPort field must be set up prior to the call to PutMsg().

Here is a simple program fragment for putting a message to a public port:
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struct MsgPort *mp, *replymp;
struct XYMessage *xymsg;

xymsg = (struct XYMessage*) AllocMem (sizeof(*xymsg), MEMF_PUBLIC);

if (xymsg ==0) {
printf ("not enough memory for message”);
return;

}

replymp = CreatePort ("xyreplyport”,0);
/* as defined earlier in this chapter */

if (replymp == 0) {
printf ("could not create the reply port”);
FreeMem (xymsg, sizeof(*xymsg));
return;

}

xymsg -> xy_Msg.mn_Node.In_Type = NT_MESSAGE;
xymsg -> xy_Msg.mn_ReplyPort = replyport;

mp = FindPort ("Spyder”);

if (mp == 0) {
printf ("Spyder port not found”);
return;

}

PutMsg (mp, xymsg);

WAITING FOR A MESSAGE

A task may go to sleep waiting for a message to arrive at one or more ports. This tech-
nique is widely used on the Amiga as a general form of event notification. For example,
it is used extensively by tasks for I/O request completion.

To wait for the arrival of a message, the message port must be properly initialized. In
particular, the mp_SigTask field must contain the address of the task to be signaled
and mp_SigBit must contain a preallocated signal number (as described in the “Tasks”
chapter). You can call the WaitPort() function to wait for a message to arrive at a
port. This function will return the first message queued to a port. If the port is empty,

your task will go to sleep waiting for the first message. If the port is not empty, your
task will not go to sleep.
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A more general form of waiting for a message involves the use of the Wait() function
(see the “Tasks” chapter). This function waits for task event signals directly. If the
signal assigned to the message port occurs, the task will awaken. Using the Wait()
function is more general because you can wait for more than just a single message port.
For example, you may want to wait for a message and a timeout signal. The Wait()

function lets you specify a mask containing the signals associated with your message
port and your timeout signal.

Here’s an example using WaitPort():

struct MsgPort *mp;
struct Message *msg, *WaitPort();
int SigBit;

SigBit = AllocSignal (-1);

if (SigBit == -1) {
printf ("no free signal bits”);
return;

}

mp -> mp_Flags |—= PA_signal;
mp -> mp_SigBit = SigBit;
mp -> mp_SigTask = FindTask (0); /* self */
msg = WaitPort (mp);
Note that WaitPort() only returns a pointer to the first message in a port. It does not

actually remove the message from the port queue.

GETTING A MESSAGE

Messages are usually removed from ports with the GetMsg() function. This function
removes the next message at the head of the port queue and returns a pointer to it. If
there are no messages in a port, this function returns a zero.

The example below illustrates the use of GetMsg() to print the contents of all messages
in a port:

while ((msg = GetMsg (mp)) !=0) {
printf ("x=%ld y=%1d”, msg->x, msg->y);
}
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Certain messages may be more important than others. Because ports impose FIFO ord-
ering, these important messages may get queued behind other messages regardless of
their priority. If it is necessary to recognize more important messages, it is easiest to
create another port for these special messages.

REPLYING

When the operations associated with receiving a new message are finished, it is usually
necessary to send the message back to the originator. The receiver replies the message
by returning it to the originator using the ReplyMsg() function. This is important
because it notifies the originator that the message can be reused or deallocated. The
ReplyMsg() function serves this purpose. It returns the message to the port specified
in the mn_ReplyPort field of the message. If this field is zero, no reply is returned.

The previous example can be enhanced to reply to each of its messages:

while ((msg = GetMsg (mp)) != 0) {
printf ("x=%Ild y=%Id”, msg->x, msg->Yy);
ReplyMsg (msg);

}

Notice that the reply does not occur until after the message values have been used.

Often the operations associated with receiving a message involve returning results to the
originator. Typically this is done within the message itself. The receiver places the
results in fields defined (or perhaps reused) within the message body before replying the
message back to the originator. Receipt of the replied message at the originator’s reply
port indicates it is once again safe for the originator to use or change the values found
within the message.
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Chapter 4

INPUT/OUTPUT

Introduction

One of the primary purposes of Exec is to provide a standard form for all device
input/output (I/O). This includes the definition of a standard device interface, the for-
mat for I/O requests, and the establishment of rules for normal device/task interaction.
In addition, the guidelines for nonstandard device I/O are also defined. In the design of
the Amiga I/O system, great care has been taken to avoid dictating the form of imple-
mentation or the internal operational characteristics of a device.
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In its purest sense, a device is an abstraction that represents a set of well-defined
interactions with some form of physical media. This abstraction is supported by a stan-
dard Exec data structure and an independent system code module. The data structure
provides the external interface and maintains the current device state. The code module
supplies the operations necessary to make the device functional. (In many operating sys-
tems, this code module is referred to as a device driver. See Amiga ROM Kernel Refer-
ence Manual: Libraries and Devices for the source assembly language code for a disk-
resident device driver with its own task for handling I/O requests.)

A device unit is an instance of a device. It shares the same device data structure and
code module with all other units of the same device; however, it operates in an indepen-
dent fashion. Often units correspond to separate physical subsystems of the same gen-
eral device class. For example, each Amiga floppy disk drive is an independent unit of
the same device. There is only one device data structure and one code module to sup-
port all of these units.

Exec I/O is often performed using the message system described in the chapter 3. Most
aspects of message passing are concealed within the Exec I1/O support routines. How-
ever, it is important to realize that I/O request blocks, once issued, must not be modified
or reused until they are returned to your program’s control by Exec.

Request Structure

An I/O request is always directed to a device unit. This request is organized as a control
block and contains a command to be performed on a specified unit. It is passed through
a standard device interface function, where it is processed and executed by the device’s
code module. All request parameters are included in the request control block, and 1/O
request results are returned in the same control block.

Every device unit responds to a standard set of commands, and may optionally provide
a nonstandard set of commands as well. The standard commands are explained later in
this chapter. Nonstandard commands are discussed in the documentation pertaining to
the particular device involved.

An I/O request always includes at least an IORequest data structure. This is a stan-

dard header used for all I/O requests. It is defined in the exec/¢0.h and exec/70.7 include
files as follows:
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where

struct IORequest {

struct Message *io_Message;
struct Device =*io_Device;
struct Unit *io_Unit;

UWORD io_Command;
UBYTE io_Flags;
BYTE io_Error;

b5

io_Message

is a message header (see the “Messages and Ports” chapter). This header is
used by the device to return I/O requests upon completion. It is also used
by devices internally for I/O request queuing. This header must be prop-
erly initialized for I/O to work correctly.

io_Device

is a pointer to the device data structure node. This field is automatically
set up by an Exec function when the device is opened.

io_Unit

specifies a unit to the device internally. This is a device private field and
should not be accessed by the user. The format of this field is device
dependent and is set up by the device during the open sequence.

io_Command

is the command requested. This may be either one of the system standard
commands or a device-specific command.

io_Flags

is used to indicate special request options and state. This field is divided
into two subfields of four bits each. The lower four bits are for use by Exec
and the upper four bits are available to the device.

io_Error

is an error or warning number returned upon request completion.

The io_Device, io_Unit, and io_Command fields are not affected by the servicing of
the request. This permits repeated /O using the same request.
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The standard I/O requests use an expanded form of the IORequest structure:

struct IOStdReq {

struct Message io_Message;
struct Device *io_Device;
struct Unit *io_Unit;

UWORD io_Command;
UBYTE io_Flags;
BYTE io_Error;
ULONG io_Actual;
ULONG io_Length;
APTR io_Data;
ULONG io_Offset;

}

where the additional fields are used as follows:

io_Actual

indicates the actual number of bytes transferred. This field is valid only
upon completion.

io_Length
is the requested number of bytes to transfer. This field must be set up

prior to the request. A special length of -1 is often used to indicate
variable-length transfers.

io_Data
is a pointer to the transfer data buffer.

io_Offset
indicates a byte offset (for structured devices). For block-structured devices

(such as a floppy disk device) this number must be a multiple of the block
size.

Devices with nonstandard commands may add their own special fields to the I/O request
structure as needed. Such extensions are device specific.
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Interface Functions

Four Exec functions are responsible for interfacing I/O requests to actual device drivers.
These functions operate independently of the particular device command requested.
They deal with the request block as a whole, ignoring its command and its command
parameters.

DolO() is the most commonly used I/O function. It initiates an I/O request and
waits for its completion. This is a synchronous form of device I/O; control
is not returned to the caller until completion.

SendIO()
is used to initiate an I/O request without waiting for completion. This is

an asynchronous form of device I/O; control is returned even if the request
has not completed.

WaitIO()
is used to wait for the completion of a previously initiated asynchronous
I/O request. This function will not return control until the request has
completed (successfully or unsuccessfully).

CheckIO()
is used to see if an asynchronous I/O request has completed.

In addition to the above Exec functions, there are two I/O related functions that are
actually direct entries into the device driver itself. These functions are part of the
actual device driver interface to the system and should be used with care. They incur
slightly less overhead but require more knowledge of the I/O system internals (you must
know how quick 1/O works, for instance):

BeginlO()

initiates an 1O request. The request will be synchronous or asynchronous
depending on the device driver.

AbortIO()
attempts to cancel a previous I/O request. This function is easily accessed
as an assembly code macro ABORTIO or through the C library Exec sup-
port function AbortIO().
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Standard Commands

There are eight standard commands to which all devices are expected to respond. If the
device is not capable of performing one of these commands, it will at least return an
error indication that the command is not supported. These commands are defined in the
ezec/io.h and ezxec/70.7 include files.

CMD_RESET
This command resets the device unit. It completely initializes the device
unit, returning it to its default configuration, aborting all of its pending
I/O, cleaning up any internal data structures, and resetting any related
hardware.

CMD_READ
This command reads a specified number of bytes from a device unit into
the data buffer. The number of bytes to be read is specified in the

io_Length field. The number of bytes actually read is returned in the
io_Actual field.

CMD_WRITE
This command writes a specified number of bytes to a device unit from a
data buffer. The number of bytes to be written is specified in the

io_Length field. The number of bytes actually written is returned in the
io_Actual field.

CMD_UPDATE
This command forces out all internal buffers, causing device internal
memory buffers to be written out to the physical device unit. A device will
transparently perform this operation when necessary, but this command
allows you to request explicitly that such an action take place. It is useful
for devices that maintain internal caches, such as the floppy disk device.

CMD_CLEAR
This command clears all internal buflers. It deletes the entire contents of a
device unit’s internal buflers. No update is performed; all data is lost.

CMD_STOP
This command stops the device unit immediately (at the first opportunity).
All T/O requests continue to queue, but the device unit stops servicing
them. This command is useful for devices that may require user interven-
tion (printers, plotters, data networks, etc.).
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CMD_START
This command causes the device unit to continue after a previous
CMD_STOP command. The device resumes from where it was stopped.

CMD_FLUSH
This command aborts all I/O requests, returning all pending I/O requests
with an error message.

CMD_NONSTD
Any nonstandard commands begin here. Non standard commands are
designated as CMD_NONSTD+0, CMD_NONSTD+1, and so on.

CMD_INVALID
This is a command to which the device should not respond.

Performing I/O

In Exec, I/O is always performed using I/O request blocks. Before I/O is performed, the
request block must be properly initialized by both the system and the user. Once this
has been done, normal I/O may commence.

PREPARATION

Devices are identified within the system by name (a null-terminated character string).
Device units are usually identified by number. The OpenDevice() function maps the
device name to an actual device and then calls the device to perform its initialization.
The device will map the unit number into an internal form for later use. Both Exec and
the device driver will initialize the I/O request passed to OpenDevice().

For example, OpenDevice(‘“‘trackdisk.device”,1,ior,0) will attempt to open unit one
of the floppy disk device, mapping its symbolic name into the address of a device data
structure. It also sets up a few internal fields of the request. OpenDevice() will return
a zero if it was successful and a nonzero error number if it was not.
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SYNCHRONOUS REQUESTS

Synchronous I/O requests are initiated with the DoIO() function mentioned earlier.
DolIO() will not return control until the request has completed. Because the device may
respond to a request immediately or queue it for later action, an undetermined amount
of time may pass before control is returned. With this type of 1/O, only one request is
serviced at a time.

To perform synchronous 1/O, the 1/O request block must be prepared as described in
the previous section. In addition, io_Message, io_Command, and perhaps other fields -
must be initialized.

The io_Message field is set up in the same manner as a message. This is described in
the “Messages and Ports’ chapter.

The io_Command field is set to the desired command. For example:

ior->io_Command = CMD_RESET;
DolO (ior);

performs a reset command.

More involved commands require other fields to be initialized. For example, the com-
mands to read a sector from a disk might look something like the following:

ior- >io_Command = CMD_READ;
ior->io_Length = TD_SECTOR;
ior->io_Offset = 20 * TD_SECTOR;
ior->io_Data = buffer;

DolO (ior);

When the request has completed, the request block is returned with the command

results. If an error occurred, DoIO() will return the error number. The error number is
also indicated in the io_Error field of the request.
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ASYNCHRONOUS REQUESTS

More eflicient programs can take advantage of the multitasking characteristics of the
I/O system by using asynchronous I/O, which allows many requests to be performed at
the same time. This type of I/O is supported by the SendIO(), WaitIO(),
CheckIO(), BeginIO(), and AbortIO() functions. Asynchronous I/O requests will
return almost immediately to the user regardless of whether the request has actually
completed. This lets the user maintain control while the I/O is being performed. Multi-
ple I/O requests can be posted in this fashion.

In the disk read example above, asynchronous I/O could be performed by changing the
DoIO() call to a SendIO():

ior->io_Command = CMD_READ;
ior->io_Length = TD_SECTOR;
ior->io_Offset = 20 * TD_SECTOR;
ior->io_Data = buffer;

SendIO (ior);

From the time the I/O has been initiated to the time it completes, the request block
should not be directly accessed by the program. The device can be said to “own” the

request block. Only after the request has completed or successfully aborted should your
program access it.

When the I/O completes, the device will return the I/O request block to the reply port
specified in its io_Message field. After this has happened, you know that the device
has finished the I/O. The reply port used to receive the returned request can be set up
to cause a task signal when the reply arrives. This technique lets a task sleep until the
the request is complete. The WaitIO() function can be called to wait for the comple-
tion of a previously initiated request.

WaitIO() will handle all of the interaction with the message reply port automatically.
If you are using just the Wait() function, do not forget to remove the I/O request from
your reply port with GetMsg(). Once this is done, the request may be reused.

The CheckIO() function is handy to determine if a particular I/O request has been
satisfied. This function deals with some of the subtleties of I/O in the proper manner.

If you wish to queue several I/O requests to a device, you must issue multiple SendIO()
requests, each with its own separately-opened request structure. This type of 1/O is sup-
ported by most devices. A task can also request I/O from a number of devices and then
check later for their completion.
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Exec also allows for certain types of optimization in device communication. One form of
optimization, in which you call the device driver directly, is called quick I/O. This con-
cept is discussed later in this chapter.

CONCLUSION

When a request has completed its 1/O, access to the device should be concluded with
CloseDevice(). This function will inform the device that no further I/O is to be per-

formed with this request. For every OpenDevice() there must be a corresponding
CloseDevice().

QUICK I/0

For some types of I/O, the normal internal mechanisms of I/O may present a large
amount of overhead. This is mostly true for character-oriented I/O, in which each char-
acter might be transferred with a separate I/O request. The overhead for such requests
could significantly overload the I/O system, resulting in a loss of efficiency for the overall
system.

To allow devices to optimize their I/O handling, a mechanism called quick I/O was
created. In the IORequest data structure, one of the io_flags is reserved for quick I/0O.
When set prior to an I/O request, this flag indicates that the device is allowed to handle
the I/O in a special manner. This enables some devices to take certain “‘short-cuts”
when it comes to performing and completing the request.

The quick I/O bit (IOB_QUICK) allows the device to avoid returning the I/O request to
the user via the message system (for example, via ReplyMsg()) if it can complete the
request immediately. If the IOB-QUICK bit is still set at the end of the BeginIO() call,
the request has already completed and the user will not find the I/O request on his reply
port.

The DolIO() function normally requests the quick /O option, whereas the SendIO()
function does not. Complete control over the mode for quick I/O is possible by calling a
device’s BeginIO() entry directly.

It is up to the device to determine whether it can handle a request marked as quick I/O.
If the quick I/O flag is still set when the request has completed, the /O was performed
quickly. This means that no message reply occurred, so the message has not been
queued to the reply port.
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Standard Devices

The following standard system devices are normally available when the Amiga starts up.

Each of these devices is described in Amiga ROM Kernel Reference Manual: Libraries
and Devices.

Timer Provides a flexible way of causing task signals or interrupts at second and
microsecond intervals.

Trackdisk  Provides direct access to the 3 1/2-inch and 5 1/4-inch floppy disk drives.
Among the functions provided are format, seek, read, and write. Nor-
mally, trackdisk is used only by AmigaDOS; its functions are enumerated
here for direct access where required.

Keyboard  Handles raw information from the keyboard and converts it into input
events that can be retrieved and interpreted. IKeyboard input events are
queued so that no keystrokes will be missed.

Gameport  Handles raw information from the mouse or a joystick device. Gameport
events are queued so that no movements will be missed. You can tell the
system what type of device is connected and how often to check and report
the current status of the device.

Input The input device combines requests from both the keyboard and the
gameport device. Input events from both are merged into a single input
event stream on a first-in-first-out basis.

Console The console device receives its input from the input device. The input por-
tion of the console device is simply a handler for input events filtered by
Intuition. It provides what might be called the ‘“traditional” user

interface.
Audio The audio device is provided to control the use of the audio channels.
Narrator The narrator device is loaded from disk and uses the audio device to pro-

duce humanlike synthesized speech.
Serial The serial device is loaded from disk and initialized on being loaded. It

controls serial communications buflering of the input/output, baud rate,
and so on.
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Parallel The parallel device is loaded from disk and initialized on being loaded. It
controls parallel communications. The parallel device is most often used
by a parallel printer driver.

Printer The printer device driver is loaded from disk. Printers that are supported
as of this writing are specified in the “Printer Device Support Code”
appendix of the Amiga ROM Kernel Reference Manual: Libraries and
Devices.

Clipboard  The clipboard device provides a means of “cutting” data from and ‘“past-
ing” data into applications.
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Chapter 5

INTERRUPTS

Introduction

Exec manages the decoding, dispatching, and sharing of all system interrupts. This
includes control of hardware interrupts, software interrupts, task-relative interrupts (see
the “Tasks” chapter), and interrupt disabling/enabling. In addition, Exec supports a
more extended prioritization of interrupts than that provided in the 68000.
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The proper operation of multitasking depends heavily on the consistent management of
the interrupt system. Task activities are often driven by intersystem communication
that is originated by various interrupts.

SEQUENCE OF EVENTS

Before useful interrupt handling code can be executed, a considerable amount of
hardware and software activity must occur. Each interrupt must propagate through
several hardware and software interfaces before application code is finally dispatched:

1.

o

A hardware device decides to cause an interrupt and sends a signal to the
interrupt control portions of the 4703 custom chip.

The 4703 interrupt control logic notices this new signal and performs two pri-
mary operations. First, it records that the interrupt has been requested by set-
ting a flag bit in the INTREQ register. Second, it examines the INTENA regis-
ter to determine whether the corresponding interrupt and the interrupt master
are enabled. If both are enabled, the 4703 generates a set of three 68000
interrupt request signals. See the Amiga Hardware Reference Manual for a
more complete explanation of how this is done.

These three signals correspond to seven interrupt priority levels in the 68000. If
the priority of the new interrupt is greater than the current processor priority,
an interrupt sequence is initiated. The priority level of the new interrupt is
used to index into the top seven words of the processor address space. The odd
byte (a vector number) of the indexed word is fetched and then shifted left by
two to create a low memory vector address.

The 68000 then switches into supervisor mode (if it is not already in that
mode), and saves copies of the status register and program counter (PC) onto
the top of the system stack. The processor priority is then raised to the level of
the active interrupt.

From the low memory vector address (calculated in step three above), a 32-bit
autovector address is fetched and loaded into the program counter. This is an
entry point into Exec’s interrupt dispatcher.

Exec must now further decode the interrupt by examining the INTREQ and
INTENA 4703 chip registers. Once the active interrupt has been determined,
Exec indexes into an ExecBase array to fetch the interrupt’s handler entry
point and handler data pointer addresses.
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7. Exec now turns control over to the interrupt handler by calling it as if it were a
subroutine. This handler may deal with the interrupt directly or may pro-
pagate control further by invoking interrupt server chain processing.

You can see from the above discussion that the interrupt autovectors should never be
altered by the user. If you wish to provide your own interrupt handler, you must use the
Exec SetIntVector() function. Changing the content of any autovector location
violates the design rules of the Multitasking Executive.

Task multiplexing usually occurs as the result of an interrupt. When an interrupt has
finished and the processor is about to return to user mode, Exec determines whether
task-scheduling attention is required. If a task was signaled during interrupt processing,
the task scheduler will be invoked. Because Exec uses preemptive task scheduling, it can
be said that the interrupt subsystem is the heart of task multiplexing. If, for some rea-
son, interrupts do not occur, a task might execute forever because it cannot be forced to
relinquish the CPU.

INTERRUPT PRIORITIES

Interrupts are prioritized in hardware and software. The 68000 CPU priority at which
an interrupt executes is determined strictly by hardware. In addition to this, the
software imposes a finer level of pseudo-priorities on interrupts with the same CPU
priority. These pseudo-priorities determine the order in which simultaneous interrupts
of the same CPU priority are processed. Multiple interrupts with the same CPU priority
but a different pseudo-priority will not interrupt one another.

Table 5-1 summarizes all interrupts by priority.
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Table 5-1: Interrupts by Priority

4703 CPU Pseudo

Name Priority Priority Purpose

NMI 7 15 Nonmaskable

INTEN 6 14 Special (Copper)
EXTER 6 13 8520B, external level 6
DSKSYNC 5 12 Disk byte

RBF 5 11 Serial input

AUD1 4 10 Audio channel 1
AUD3 4 9 Audio channel 3
AUDO 4 8 Audio channel O
AUD2 4 7 Audio channel 2

BLIT 3 6 Blitter done

VERTB 3 5 Vertical blank
COPER 3 4 Copper

PORTS 2 3 8520A, external level 2
TBE 1 2 Serial output
DSKBLK 1 1 Disk block done
SOFTINT 1 0 Software interrupts

The 8520s (also called CIAs) are peripheral interface adapter chips. For more informa-
tion about them, see Amiga Hardware Reference Manual.

As described in the Motorola 68000 programmer’s manual, interrupts may nest only in
the direction of higher priority. Because of the time-critical nature of many interrupts
on the Amiga, the CPU priority level must never be lowered by user or system code.
When the system is running in user mode (multitasking), the CPU priority level must
remain set at zero. When an interrupt occurs, the CPU priority is raised to the level
appropriate for that interrupt. Lowering the CPU priority would permit unlimited
interrupt recursion on the system stack and would “short-circuit’ the interrupt-priority
scheme.

Because it is dangerous on the Amiga to hold off interrupts for any period of time,
higher-level interrupt code must perform its business and exit promptly. If it is neces-
sary to perform a time-consuming operation as the result of a high-priority interrupt, the
operation should be deferred either by posting a software interrupt or by signalling a
task. In this way, interrupt response time is kept to a minimum. Software interrupts
are described in a later section.
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NONMASKABLE INTERRUPT

The 68000 provides a nonmaskable interrupt (NMI) of CPU priority 7. Although this
interrupt cannot be generated by the Amiga hardware itself, it can be generated on the
expansion bus by external hardware. Because this interrupt does not pass through the
4703 interrupt controller circuitry, it is capable of violating system code critical sections.
In particular, it short-circuits the DISABLE mutual-exclusion mechanism. Code that
uses NMI must not assume that it can access system data structures.

Servicing Interrupts

Interrupts are serviced on the Amiga through the use of interrupt handlers and servers.
An interrupt handler is a system routine that exclusively handles all processing related
to a particular 4703 interrupt. An interrupt server is one of possibly many system rou-
tines that are invoked as the result of a single 4703 interrupt. Interrupt servers provide

a means of interrupt sharing. This concept is useful for general-purpose interrupts such
as vertical blanking.

At system start, Exec designates certain 4703 interrupts as handlers and others as server
chains. The PORTS, COPER, VERTB, BLIT, EXTER, and NMI interrupts are initial-
ized as server chains; hence, each of these may execute multiple interrupt routines per
each interrupt. All other interrupts are designated as handlers and are always used
exclusively.

DATA STRUCTURE

Interrupt handlers and servers are defined by the Exec Interrupt structure. This struc-
ture specifies an interrupt routine entry point and data pointer. The C definition of this
structure is as follows:

struct Interrupt {
struct Node is_Node;
APTR is_Data;
VOID (*is_Code)();

b

Once this structure has been properly initialized, it can be used for either a handler or a
server.

Interrupts 55



ENVIRONMENT

Interrupts execute in an environment different from that of tasks. All interrupts execute
in supervisor mode and utilize a single system stack. This stack is large enough to han-
dle extreme cases of nested interrupts (of higher priorities). Obviously, interrupt pro-
cessing has no effect on task stack usage.

All interrupt processing code, both handlers and servers, is invoked as assembly code-
subroutines. Normal assembly code CPU register conventions dictate that the DO, D1,
A0, and Al registers be free for scratch use. In the case of an interrupt handler, some of
these registers also contain data that may be useful to the handler code. See the section
on handlers below.

Because interrupt processing executes outside the context of most system activities, cer-
tain data structures will not be self-consistent and must be considered off limits for all
practical purposes. This happens because certain system operations are not atomic in
nature and may be interrupted only after executing part of an important instruction
sequence. For example, memory allocation and deallocation routines forbid task switch-
ing but do not disable interrupts. This results in the finite possibility of interrupting a
memory-related routine. In such a case, a memory linked list may be inconsistent when
examined from the interrupt code itself. To avoid serious problems, the interrupt rou-
tine must not use any of the memory allocation or deallocation functions.

INTERRUPT HANDLERS

As described above, an interrupt handler is a system routine that exclusively handles all
processing related to a particular 4703 interrupt. There can only be one handler per
4703 interrupt. Every interrupt handler consists of an Interrupt structure (as defined
above) and a single assembly code routine. Optionally, a data structure pointer may
also be provided. This is particularly useful for ROM-resident interrupt code.

An interrupt handler is passed control as if it were a subroutine of Exec. Once the
handler has finished its business, it must return to Exec by executing an RTS (return
from subroutine) instruction rather than an RTE (return from exception) instruction.
Interrupt handlers should be kept very short to minimize service-time overhead and thus
minimize the possibilities of interrupt overruns. As described above, an interrupt
handler has the normal scratch registers at its disposal. In addition, A5 and AG are free
for use. These registers are saved by Exec as part of the interrupt initiation cycle.

For the sake of efliciency, Exec passes certain register parameters to the handler (see the

list below). These register values may be utilized to trim a few microseconds off the exe-
cution time of a handler.
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DO is scratch and contains garbage.

D1 is scratch but contains the 4703 INTENAR and INTREQR registers values
ANDed together. This results in an indication of which interrupts are enabled
and active.

AO points to the base address of the Amiga custom chips. This information is use-
ful for performing indexed instruction access to the chip registers.

Al points to the data area specified by the is_Data field of the Interrupt struc-
ture. Because this pointer is always fetched (regardless of whether you use it),
it is to your advantage to make some use of it.

A5 is used as a vector to your interrupt code. It is free to be used as a scratch
register, and it is not necessary to restore its value prior to returning.

A6 points to the Exec library base (SysBase). You may use this register to call
Exec functions or set it up as a base register to access your own library or dev-
ice. It is mot necessary to restore this register prior to returning.

Interrupt handlers are established by passing the Exec function SetIntVector() your
initialized Interrupt structure and the 4703 interrupt bit number of interest. The
parameters for this function are as follows:

INTB_RBF
This is the bit number for which this interrupt server is to respond. Other pos-
sible bits for interrupts are defined in hardware/intbits.h.

RBFInterrupt
This is the address of an interrupt server node as described earlier in this

chapter.

Keep in mind that certain interrupts are established as server chains and should not be
accessed as handlers.

Here is a C code example of proper handler initialization and set-up:
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#include ”exec/types.h”
#include "exec/memory.h”
#include ”exec/interrupts.h”
#include "hardware/custom.h”
#include "hardware/intbits.h”

extern void RBFHandler();

extern struct Interrupt *SetIntVector();

extern struct Custom custom; /* get base of custom chips */
struct Interrupt *RBFInterrupt, *PriorInterrupt;

/* To try this, user must have a 9600 baud terminal connected to serial
* port and run this from a newcli window and must have a separate

* way to view buffer contents as characters arrive. The Wait(0) is

* used merely to make this a runnable example demonstrating setting
* the vector. If the setup routine ever exits, various pointers

* become invalid (Buffer, In_Name) and there is no checking for

* buffer overflow included either. */

main()

{

setup();

setup()

{

short *Buffer;
/* allocate an Interrupt node structure: */

RBFInterrupt = (struct Interrupt *)
AllocMem (sizeof(struct Interrupt), MEMF_PUBLIC);
if (RBFInterrupt == 0) {
printf ("not enough memory for interrupt handler”);
exit (100);
}
/* allocate an input buffer: x/
Buffer = (short *)AllocMem (512, MEMF_PUBLIC);
if (Buffer == 0) {
FreeMem (RBFInterrupt, sizeof(struct Interrupt));
printf ("not enough memory for data buffer”);
exit (100);

}
printf(” Address of buffer is: %Ix\n”, Buffer);

/* initialize the Interrupt node: */
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RBFInterrupt->is_Node.In_Type = NT_INTERRUPT;
RBFInterrupt->is_Node.ln_Pri = 0;
RBFInterrupt->is_Node.In_Name = "RBF-example”;
RBFInterrupt->is_Data = (APTR)&Buffer;
RBFInterrupt->is_Code = RBFHandler;

/* enable the RBF interrupt if not already enabled */
custom.intena = INTF_SETCLR | INTF_RBF;

/* put the new interrupt handler into action: */
PriorInterrupt = SetIntVector (INTB_RBF, RBFInterrupt);

if (PriorInterrupt != 0) {
printf ("we just replaced the %%s interrupt handler”,
PriorInterrupt->is_Node.ln_Name);
}
Wait(0); /* wait forever, ("illustrative example only”... if it exits,
* pointer to Buffer and In_Name will become invalid) */
}

In this example, note the correct initialization of the Node structure.

The external interrupt handler code used above, RBFHandler, grabs the input charac-
ter from the serial port and stores it into the buffer. Notice that the address of the
buffer is passed to the handler (shown below) via the is_Data pointer. This pointer is
updated for every character stored.

XDEF _RBFHandler

_RBFHandler:
MOVE.L (A1),A5 ;get buffer pointer
MOVE.W SERDATR(AO0),(A5)+ ;store the input word
MOVEW #INTF_RBF,INTREQ(AO) jclear the interrupt
MOVE.L A5,(A1) srestore new buffer pointer
RTS sreturn to exec
END

In this example, the bufler holds complete 4703 serial data words that contain not only
the input character, but special serial input flags as well (for example, data overrun).
This data word is deposited directly into the bufler, and the 4703 RBF interrupt request
is cleared. A more sophisticated example might perform various tests on the input word
prior to storing it into the buffer.
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INTERRUPT SERVERS

As mentioned above, an interrupt server is one of possibly many system interrupt rou-
tines that are invoked as the result of a single 4703 interrupt. Interrupt servers provide
an essential mechanism for interrupt sharing.

Interrupt servers must be used for PORTS, COPER, VERTB, BLIT, EXTER, or NMI
interrupts. For these interrupts, all servers are linked together in a chain. Every server
in the chain will be called until one returns with the Z bit of the 68000’s condition code
register clear (indicating a non-zero result). If the interrupt was specifically for your
server, you should return to Exec with the Z bit of the condition codes clear so that the
whole chain does not have to be searched to find the interrupt. Note that VERTB
servers (that is, servers that are bound to vertical blank) should always return with the
Z bit set. Note that this is different from the normal calling convention (with the result
in DO) to save time during time-critical interrupts.

The easiest way to set the condition code register is to do an immediate move to the DO
register as follows:

InterruptNotProcessed:
MOVEQ #0,D0
RTS

InterruptProcessed:
MOVEQ #1,D0
RTS

The same Exec Interrupt structure used for handlers is also used for servers. Also, like
interrupt handlers, servers must terminate their code with an RTS instruction.

Interrupt servers are called in priority order. The priority of a server is specified in its
is_Node.In_Pri field. Higher-priority servers are called earlier than lower-priority
servers. Adding and removing interrupt servers from a particular chain is accomplished
with the Exec AddIntServer() and RemlIntServer() functions. These functions
require you to specify both the 4703 interrupt number and a properly initialized
Interrupt structure.

Servers have different register values passed than handlers do. A server cannot count on

the DO, D1, or A6 registers containing any useful information. A server is free to use
DO-D1 and A0-A1/AS5 as scratch.
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In a server chain, the interrupt is cleared automatically by the system. Having a server
clear its interrupt is not recommended and not necessary (clearing could cause the loss of
an interrupt on PORTS or EXTER).

Here is an example of a program to set up and clean up a low-priority vertical blank
interrupt server:

/* vertb.c *x/

#include ”exec/types.h”
#include ”exec/memory.h”
#include ”exec/interrupts.h”
#include "hardware/custom.h”
#include "hardware/intbits.h”

struct Interrupt *VertBlntr;
long count;
/* To try this program, save as ‘“vertb,” then type ‘“vertb” to run it.
* If you type “run vertb,” the program won’t be connected to a CLI and
* it will not be possible to send ‘“q’’ to it to stop the program.
* Compiling info: lc2 -v (disable stack checking so no need to use lc.lib)
* Linking info: Astartup.obj, vertb.c, vb.obj, amiga.lib
*/
main()

{

extern void VertBServer();

/* allocate an Interrupt node structure: */
VertBIntr = (struct Interrupt *)
AllocMem (sizeof(struct Interrupt), MEMF_PUBLIC);
if (VertBIntr == 0) {
printf ("not enough memory for interrupt server”);
exit (100);

}

/* initialize the Interrupt node: */
VertBIntr->is_Node.ln_Type = NT_INTERRUPT;
VertBlIntr->is_Node.ln_Pri = -60;
VertBlIntr->is_Node.In_Name = "VertB-example”;
VertBlntr->is_Data = (APTR)&count;
VertBlIntr->is_Code = VertBServer;

/* put the new interrupt server into action: */
AddIntServer (INTB_VERTB, VertBIntr);
printf(” Type q to quit... reports how many vblanks since start\n”);
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while (getchar () !="q’); /* wait for user to type 'q’ */

RemlIntServer (INTB_VERTB, VertBlntr);
printf (”%Ild vertical blanks occurred\n”, count);
FreeMem (VertBlntr, sizeof(struct Interrupt));

}

The VertBServer might look something like this:

XDEF _VertBServer

_VertBServer:
MOVE.L A1,A0 ;get address of count
ADDQ.L #1,(A0) ;increment value of count
MOVEQ.L #0,D0  ;continue to process other vb-servers
RTS
END

Software Interrupts

Exec provides a means of generating software interrupts. This type of interrupt is useful
for creating special-purpose asynchronous system contexts. Software interrupts execute
at a priority higher than that of tasks but lower than that of hardware interrupts, so
they are often used to defer hardware interrupt processing to a lower priority. Software
interrupts use the same Interrupt data structure as hardware interrupts. As described
above, this structure contains pointers to both interrupt code and data.

A software interrupt is usually activated with the Cause() function. If this function is
called from a task, the task will be interrupted and the software interrupt will occur. If
it is called from a hardware interrupt, the software interrupt will not be processed until
the system exits from its last hardware interrupt. If a software interrupt occurs from
within another software interrupt, it is not processed until the current one is completed.

Software interrupts are prioritized. Unlike interrupt servers, software interrupts have
only five priority levels: -32, -16, 0, +16, and +32. The priority should be put into the
In_Pri field prior to calling Cause().

Software interrupts can also be caused by message port arrival actions. See the “Mes-
sages and Ports” chapter.
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Disabling Interrupts

As mentioned in the “Tasks” chapter, it is sometimes necessary to disable all interrupts
when examining or modifying certain shared system data structures. Interrupt disabling
is controlled with the DISABLE and ENABLE macros and the Disable() and
Enable() C functions.

In some system code, there are nested disabled sections. This type of code requires that
interrupts be disabled with the first DISABLE and not re-enabled until the last
ENABLE. The system enable/disable macros and functions are designed to permit this
sort of nesting. For example, if there is a section of system code that should not be
interrupted, the DISABLE macro is used at the head and the ENABLE macro is used
at the end.

Here is an assembly-code macro definition for DISABLE. This routine assumes that A6
holds a pointer to the base of the Exec library.

DISABLE MACRO
MOVE. W #$4000,_intena
ADDQ.B #1,IDNestCnt(AS6)
ENDM

DISABLE increments a counter, IDNestCnt, that keeps track of how many levels of
disable have been issued up to now. Only 126 levels of nesting are permitted. Notice
that interrupts are disabled before the IDNestCnt variable is incremented.

Similarly, the ENABLE macro will reenable macros if the last disable level has just
been exited:

ENABLE MACRO
SUBQ.B #1,IDNestCnt(A6)
BGE.S ENABLEQ
MOVE.W #$C000,_intena
ENABLEQ:
MEND

ENABLE decrements the same counter that DISABLE increments. Notice that
interrupts are enabled after the IDNestCnt variable is decremented.

See the “Tasks” chapter for a better explanation of mutual exclusion using interrupt
disabling.
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Chapter 6

MEMORY ALLOCATION

Introduction

Areas of free memory are maintained as a special linked list of free regions. Each
memory allocation function returns the starting address of a block of memory at least as
large as the size that you requested to be allocated. Any memory that is linked into this
system free list can be allocated by the memory allocation routines. The allocated
memory is not tagged or initialized in any way unless you have specified, for example,
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MEMF_CLEAR. Only the free memory area is tagged to reflect the size of the chunk
that has been freed.

You should return allocated memory to the system when your task completes. As noted
above, the system only keeps track of available system memory and has no idea which
task may have allocated memory and not returned it to the system free list. If your pro-
gram does not return allocated memory when its task exits, that memory is unavailable
until the system is powered down or reset. This can be critical, especially when using
graphics routines that often need large blocks of contiguous RAM space. Therefore, if
you dynamically allocate RAM, make sure to return it to the system by using the
FreeMem() or FreeEntry() routines described below.

When you ask for memory to be allocated, the system always allocates blocks of memory
in even multiples of eight bytes. If you request more or less than eight bytes, your
request is always rounded up to the nearest multiple of eight. In addition, the address
at which the memory deallocation is made is always rounded down to the nearest even
multiple of eight bytes.

Compatibility Note: Do not depend on this size! Future revisions of the system may
require a different size to guarantee alignment of the requested area to a specific boun-
dary. You can depend upon allocation being aligned to at least a longword boundary.

Using Memory Allocation Routines

Note: Do not attempt to allocate or deallocate system memory from within interrupt
code. The “Interrupts” chapter explains that an interrupt may occur at any time, even
during a memory allocation process. As a result, system data structures may not neces-
sarily be internally consistent.

MEMORY REQUIREMENTS

You must tell the system about your memory requirements when requesting a chunk of
memory. There are four memory requirement possibilities. Three of these tell where
within the hardware address map memory is to be allocated. The fourth,
MEMF_CLEAR, tells the allocator that this memory space is to be zeroed before the
allocator returns the starting address of that space.
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The memory requirements that you can specify are listed below:

MEMF_CHIP
This indicates a memory block that is within the range that the special-

purpose chips can access. As of this writing, this is the lowest 512K of the
Amiga.

MEMF_FAST
This indicates a memory block that is outside of the range that the special
purpose chips can access. “FAST” means that the special-purpose chips
cannot cause processor bus contention and therefore processor access will

likely be faster. The special-purpose chips cannot use memory allocated in
this way.

MEMF_PUBLIC

This indicates that the memory requested is to be used for different tasks
or interrupt code, such as task control blocks, messages, ports, and so on.
The designation MEMF_PUBLIC should be used to assure compatibility
with future versions of the system.

MEMF_CLEAR
This indicates that memory is to be cleared before returning.

If no preferences are specified, MEMF_FAST is assumed first, then MEMF_CHIP.

MEMORY HANDLING ROUTINES

Exec has the following memory allocation routines:

AllocMem() and FreeMem()

These are system-wide memory allocation and deallocation routines. They use a
memory free-list owned and managed by the system.

AllocEntry() and FreeEntry()

These are routines for allocating and freeing different-size and different-type
memory blocks with a single call.

Allocate() and Deallocate()

These are routines that may be used within a user-task to locally manage a
system-allocated memory block. You use these routines to manage memory
yourself, using your own memory free lists.
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SAMPLE CALLS FOR ALLOCATING SYSTEM MEMORY

The following examples show how to allocate memory.

APTR mypointer,anotherptr;
mypointer = (APTR)AllocMem(100, 0);

AllocMem() returns the address of the first byte of a memory block that is at least 100
bytes in size or null if there is not that much free memory. Because the requirement
field is specified as 0, memory will be allocated from any one of the system-managed
memory regions.

anotherptr = (APTR)AllocMem(1000, MEMF_CHIP | MEMF_CLEAR);

Memory is allocated only out of chip-accessible memory; zeroes are filled into memory
space before the address is returned. If the system free-list does not contain enough con-
tiguous memory bytes in an area matching your requirements and of the size you have
requested, AllocMem() or Allocate() returns a zero.

SAMPLE FUNCTION CALLS FOR FREEING SYSTEM MEMORY

The following examples free the memory chunks shown in the earlier call to the system
allocation routines.

FreeMem(mypointer,100);
FreeMem(anotherptr,1000);

Note: Because of the internal operations of the allocator, your allocation request may
result in an allocation larger than the number of bytes you requested in the first place.
However, the FreeMem() routine adjusts the request to free memory in the same way
as AllocMem() adjusts the size, thereby maintaining a consistent memory free-list.

The routine FreeMem() returns no status. However, if you attempt to free a memory

block in the middle of a chunk that the system believes is already free, you will cause a
system crash.
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ALLOCATING MULTIPLE MEMORY BLOCKS

Exec provides the routines AllocEntry() and FreeEntry() to allocate multiple memory
blocks in a single call. AllocEntry() accepts a data structure called a MemList, which
contains the information about the size of the memory blocks to be allocated and the
requirements, if any, that you have regarding the allocation. The MemList structure is
found in the include file exec/memory.h and is defined as follows:

struct MemList {

struct Node ml_Node;
UWORD ml_NumEntries; /* number of MemEntrys */
struct MemEntry ml_me[1]; /*where the MemEntrys begin*/
b5
where:
Node

allows you to link together multiple MemLists. However, the node is ignored
by the routines AllocEntry() and FreeEntry().

ml_NumEntries
tells the system how many MemEntry sets are contained in this MemList.
Notice that a MemList is a variable-length structure and can contain as many
sets of entries as you wish.

The MemEntry structure looks like this:

struct MemEntry {

union {
ULONG meu_Regs;/* the AllocMem requirements */
APTR meu_Addr;/* address of your memory */
}me_Un;
ULONG me_Length; /* the size of this request */

b3

#define me_Regs me_Un.meu_Reqgs
#define me_Addr me_Un.meu_Addr
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Sample Code for Allocating Multiple Memory Blocks

#include "exec/types.h”
#include "exec/memory.h”

struct MemList *mymemlist; /* pointer to a MemList */
/* define new structure because C cannot initialize unions */
struct myneeds {
struct MemList mn_head; /* one entry in the header */
struct MemEntry mn_body|[3]; /* additional entries follow
* directly as part of
* same data structure */
} myneeds;

myneeds.mn_head.ml_NumEntries = 3;
myneeds.mn_body[0].me_Reqs = MEMF_PUBLIC;
myneeds.mn_body[0].me_Length = 104;
myneeds.mn_body[1].me_Reqs=MEMF_FASTMEMF_CLEAR;
myneeds.mn_body[1].me_Length = 8000;
myneeds.mn_body[2].me_Reqs=MEMF_CHIP | MEMF_CLEAR;
myneeds.mn_body[2].me_Length = 256;

mymemlist = (struct MemListx)AllocEntry( &myneeds );

/* saying ”struct MemEntry mn_body|[3]” is simply
* a way of adding extra MemEntry structures

* contiguously at the end of the first such

* structure at the end of the MemList. Thus

* members of the MemList of type MemEntry can
* be referenced in C as additional members of

* the "me[]” data structure.

*/

AllocEntry() returns a pointer to a new MemList of the same size as the MemList
that you passed to it. For example, ROM code can provide a MemList containing the
requirements of a task and create a RAM-resident copy of the list containing the
addresses of the allocated entries.
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Result of Allocating Multiple Memory Blocks

The MemList created by AllocEntry() contains MemEntry entries. MemEntrys
are defined by a union statement, which allows one memory space to be defined in more
than one way.

If AllocEntry() returns a value with bit 31 clear, then all of the meu_Addr positions
in the returned MemList will contain valid memory addresses meeting the requirements
you have provided.

To use this memory area, you would use code similar to the following:

struct MemList *ml;
APTR mydata, moredata;

if (((ml & (1<<31)) < 0)

mydata = ml->ml_me[0].me_Addr;
moremydata = ml->ml_me[1].me_Addr;

}

else

}
{

If AllocEntry() has problems while trying to allocate the memory you have requested,
instead of the address of a new MemlList, it will return the memory requirements value
with which it had the problem. Bit 31 of the value returned will be set, and no memory
will be allocated. Entries in the list that were already allocated will be freed.

exit (200); /* error during AllocEntry */

Memory Allocation and Tasks

If you want your task to cooperate fully with Exec, use the MemList and AllocEntry()
facility to do your dynamic memory allocation.

In the task control block structure, there is a list header named tc_MemEntry. This is
the list header that you initialize to point to the MemLists that your task has created
by call(s) to AllocEntry(). Here is a short program segment that handles task memory
list header initialization only. It assumes that you have already run AllocEntry() as
shown in the simple AllocEntry() example above.
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struct Task *tc;
struct MemList *ml;
NewList( tc->.tc_MemEntry ); /* Initialize the task’s
* memory list header */

AddTail( tc->.tc_MemEntry, ml );

Assuming that you have only used the AllocEntry() method (or AllocMem() and built
your own custom MemList), your task now knows where to find the blocks of memory
that your task has dynamically allocated. If your clean-up routine (the task’s finalPC
routine) finds items on the tc_MemEntry list when RemTask( &mytask ) is exe-
cuted, your routine can wind through all linked lists of MemLists and return all allo-
cated memory to the system free-list.

MEMORY ALLOCATION AND MULTITASKING

To make sure that you are working effectively in the multitasking system as a cooperat-
ing task, you can do one of the following:

o Globally allocate and free memory blocks by using AllocMem() and
FreeMem(), adding each block when allocated and deleting each when it is
freed.

o Allocate one or more blocks of memory from the system global pool using
AllocEntry() when your task begins and then manage those blocks internally
using Allocate() and Deallocate().

MANAGING MEMORY WITH ALLOCATE() AND DEALLOCATE()

Allocate() and Deallocate() use a memory region header, called MemHeader, as part
of the calling sequence. You can build your own local header to manage memory locally.
This structure takes the form:
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struct MemHeader {

UWORD mh_Attributes; /* characteristics */

struct  MemChunk *mh_First;/* first free region */

APTR mh_Lower; /* lower memory bounds */
APTR  mh_Upper; /* upper memory bounds + 1 */
ULONG mh_Free; /* number of free bytes */

b5
where

mh_Attributes
is ignored by Allocate() and Deallocate().

mh_First
is the pointer to the first MemChunk structure.

mh_Lower

is the lowest address within the memory block. This must be a multiple of eight
bytes.

mh_Upper
is the highest address within the memory block + 1. The highest address will
itself be a multiple of eight if the block was allocated to you by AllocMem().

mh_Free
is the total free space.

This structure is included in the include-files exec/memory.h and exec/memory.i.
The following sample program fragment shows the correct initialization of a

MemHeader structure. It assumes that you wish to allocate a block of memory from
the global pool and thereafter manage it yourself using Allocate() and Deallocate().
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struct MemHeader memheader;

APTR myblock;

struct MemChunk {
struct MemChunk *mc_Next;
ULONG mc_bytes;

35
struct MemChunk *mc;

/* get a block from the system */
myblock = (APTR) AllocMem( 8000, MEMF_PUBLIC | MEMF_CLEAR );

memheader.mh_Lower = myblock;
memheader.mh_First = (ULONG) myblock;
memheader.mh_Upper = (ULONG)myblock + 8000;

/* takes 8 bytes for the memory chunk headers that tag free memory */
memheader.mh_Free = 8000 - (sizeof (struct MemChunk) );

/* initialize the free memory list */
mc = (struct MemChunk *) myblock;
me->mec_Next = NULL;
mc->mec_Size = memheader.mh_Free;

/* now mymembhead is ready to use with
* calls to Allocate( &memheader, size );
* or Deallocate( &memheader, size ); */

Note that only free memory is “tagged’” using a MemChunk linked list. Once memory
is allocated, the system has no way of determining which task now has control of that
memory.

If you allocate a large chunk from the system, you can assure that in your finalPC rou-
tine (specified when you perform AddTask()) you deallocate this large chunk as your
task exits. Thus, local memory allocation and deallocation from a single large block can
perhaps save some bookkeeping— that which might have been required if you had exten-
sively used AllocMem() and FreeMem() instead. This can most easily be done by
recording the allocated block in your task’s tc_MemEntry structure.
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Chapter 7

LIBRARIES

Using a properly designed machine code interface, it is possible to call any of the system
routines without knowing in advance its absolute location in the system. This chapter
shows how libraries are designed and used but does not cover the internal library struc-
ture. For more information, see the “Library Base Offsets’’ appendix.
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What Is a Library?

A library is a collection of jump instructions, a system library node, and a data segment.
System library conventions require that each code vector occupy six bytes. The size and
content of a library node is specified below in the topic titled “Structure of a Library
Node.” The size of the data segment varies, depending on the needs of the library itself.

How To Access a Library

You must perform two steps to access a library that is already initialized. First, you
must open the library. Second, you must access the jump instructions or data by speci-
fying an offset (negative or positive) from the library base pointer returned by
OpenLibrary(). This form of indirection allows you to develop code that is not depen-
dent on the absolute locations of the system routines. Note that in the same release of
an Exec kernel, it is possible that routines can have different addresses. This depends,
for example, on whether the hardware options are different or if the user asks for a
different configuration. Therefore, accessing the system routines through library calls is
the most expedient way of assuring that your code will work on different machines.

OPENING A LIBRARY

You prepare a library for use by calling the routine OpenLibrary(). This call takes the
form

LibPtr = OpenLibrary(LibName, Version)

Do Al Do
where
LibPtr
is a pointer value that is nonzero if the requested library has been located. Be
sure to check that the returned value is nonzero before attempting to use
LibPtr. If it is zero, the open failed.
LibName

is a pointer to a string variable (null-terminated) that contains the name of the
library that you wish to open.

76 Libraries



Version
is the version number of the library that you expect to use. Libraries of the
same name will be compatible with previous versions. However, if you specify a
newer version than is present, the open will fail. Use the value 0 if you simply
want ‘“‘any” version of the named library.

The routine OpenLibrary() causes the system to search for a library of that name
within the system library list. If such an entry is found, the library’s open-entry routine
is called. If the library is not currently RAM-resident, AmigaDOS will search the direc-
tory currently assigned to LIBS:. If that library is present, it will be loaded, initialized,
and added to the system library list. If the library allows you access, the library pointer
will be returned in LibPtr.

USING A LIBRARY TO CALL A ROUTINE

A typical way to use the library interface once a library has been opened is to use assem-
bly language code as follows. Note that this save/restore is necessary only if A6 does
not already contain the correct value.

move.l A6,-(SP) ;save current contents of A6
move.l  <libptr>,A6 smove library pointer into A6
jsr _LVO<routineName>(A6) sthrough library vector table
move.l (SP)+,A6 srestore A6 to original value

The example above is the actual assembly code generated by the use of a machine
language macro named LINKLIB:

LINKLIB functionOffset, libraryBase
where

functionOffset
is “_LVO” followed by the name of the routine as called from C.

libraryBase
is the address of the base of the library.

For example,

LINKLIB _LVODisplayBeep,IntuitionBase
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produces the same code sequence as shown above. This macro is located in the file
exec/libraries.h. Notice that it handles only the linkage to the routine. It does not save
any registers or preload any registers for passing values to the routine. Negative offsets,
in multiples of six bytes, access the code vectors within the library.

By convention, A6 must contain the library pointer when a library routine is called.
This allows any library routine to locate the library and access its data or any of its
other entry points. Registers A0, Al, DO, and D1 may be used as scratch registers by
any routine. All other registers, both address and data, if used in a routine, should be
saved and restored before exit.

USING A LIBRARY TO REFERENCE DATA

You can use the LibPtr to reference a data segment associated with a library by speci-
fying a positive offset from LibPtr, such as:

move.l  <libptr>,Al ; Move library base
move.l  <offset>(A1),D0 ; Retrieve data located at <offset>

Library data is not usually accessed directly from outside of a library, but rather is
accessed by the routines that are part of the library itself. The sample code retrieves
data specifically associated with that library. Note that different languages have
different interface requirements. This example shows only a typical assembly language
interface. When you design your own libraries, you may decide how the associated data
segment is to be used. The system itself places no restrictions on its use.

CACHING LIBRARY POINTERS

To make your library calls more eflicient, you may cache various pointers if you wish.
These pointers are are the libPtr itself (because the library node, while it is open, may
not be moved) and the address within the library at which a jump instruction is located
(because offsets from the libPtr do not change). You should not, however, cache the
jump vector from within the library. You will always expect to be calling the current
library routine and therefore should not cache the jump vector.
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CLOSING A LIBRARY

When your task has finished using a specific library, your program should call the rou-
tine CloseLibrary(). This call takes the form:

CloseLibrary(libPtr)
Al

where libPtr is the value returned to you by the call to OpenLibrary().

You close a library to tell the library manager that there is one fewer task currently
using that library. If there are no tasks using a library, it is possible for the system, on
request, to purge that library and free up the memory resources it is currently using.
Each successful open should be matched by exactly one close. Do not attempt to use a
library pointer after you have closed that library.

Adding a Library

You can add your own library to the system library list, provided that it is constructed
as indicated below. You add a library to the system by using the AddLibrary() func-
tion. The format of the call to this function is as follows:

AddLibrary(libPtr)
Al

This command links a new library to the system and makes it available to all tasks.

MAKING A NEW LIBRARY

A function called MakeLibrary() is a convenient way for you to construct a library.
After running MakeLibrary(), you will normally add that library to the system library
list.

libAddr = MakeLibrary(vectors, structure, init, dataSize, SegList)
Do A0 Al A2 DO D1
AddLibrary(libAddr)
Al
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MakeLibrary() allocates space for the code vectors and data area, initializes the library
node, and initializes the data area according to your specifications. Its parameters have
the following meanings:

vectors
This is a pointer to a table of code pointers terminated with a -1. vectors must
specify a valid table address.

structure
This parameter points to the base of an InitStruct() data region. That is, it
points to the first location within a table that the InitStruct() routine can use
to initialize various memory areas. InitStruct() will typically be used to initial-
ize the data segment of the library, perhaps forming data tables, task control
blocks, I/O control blocks, etc. If this entry is a 0, then InitStruct() is not
called.

init
This parameter points to a routine that is to be executed after the library node
has been allocated and the code and data areas have been initialized. When this
routine is called, the libAddr (address of this library) is placed into data regis-
ter DO. If init is zero, no init routine is called.

dataSize
This variable specifies the size of the data area to be reserved for the library. It
includes the standard library node data as well as the reserved data area itself.

SegList
This is a pointer to the AmigaDOS memory segment list (for libraries loaded by
DOS).

MINIMUM SUBSET OF LIBRARY CODE VECTORS

The code vectors of a library must include at least the following entries: OPEN,
CLOSE, EXPUNGE, and one reserved entry.

OPEN is the entry point called when you use the command OpenLibrary().
In the system libraries, OPEN increments the library variable OpenCnt.

This variable is also used by CLOSE and EXPUNGE.

CLOSE is the entry point called when you use the command CloseLibrary(). It
decrements the library variable OpenCnt and may do a delayed
EXPUNGE.
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EXPUNGE

prepares the library for removal from the system. This often includes
deallocating memory resources that were reserved during initialization.
EXPUNGE not only frees the memory allocated for data structures, but
also the areas reserved for the library node itself.

The remaining vector is reserved for future use. It should always return zero.

STRUCTURE OF A LIBRARY NODE

A library node contains all of the information that the system needs to manage a library.
Here is the library structure as it appears in the exec/libraries.h include file:

struct Library {

struct
UBYTE
UBYTE
UWORD
UWORD
UWORD
UWORD
APTR
ULONG
UWORD

}5

Node libNode;
lib_Flags;
lib_pad;
lib_NegSize;
lib_PosSize;
lib_Version;
lib_Revision;
lib_IdString;
lib_Sum;
lib_Open_Cnt;

#define LIBF_SUMMING (1 << 0)

#define LIBF_CHANGED (1 << 1)

#define LIBF_SUMUSED (1 << 2)

#define LIBF_DELEXP (1 << 3)

/* link into the system library list */
/* flag variables */

/* unused */

/* size of jump vectors in bytes. */
/* data size */

/* checksum */
/* count how many tasks
* have this library open */

/* meaning of the flag bits: */

/* bit position says some task
* is currently running a
* checksum on this library */

/* bit position says one or more entries
* have been changed in the library
* code vectors used by SumLibrary */

/* bit position says user wants a check-
* sum fault to cause a system panic */

/* says there is a delayed expunge.
* Some user has requested expunge but
* another user still has the library open. */
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CHANGING THE CONTENTS OF ALIBRARY

After a library has been constructed and linked to the system library list, you can use
the routine SetFunction() either to add or to replace the contents of one of the library
vectors. The format of this routine is as follows:

SetFunction( Library, FuncOffset, FuncEntry)
Al A0 Do

where

Library
is a pointer to the library in which a function entry is to be changed.

FuncOffset
is the offset (negative) at which the entry to be changed is located.

FuncEntry

is a longword value that is the absolute address of the routine that is to be
inserted at the selected position in the library code vectors.

When you use SetFunction() to modify a function entry in a library, it automatically
recalculates the checksum of the library.

Relationship of Libraries to Devices

A device is an interface specification and an internal data structure based on the library
structure. The interface specification defines a means of device control. The structures
of libraries and devices are so similar that the routine MakeLibrary() is used to con-
struct both libraries and devices. Devices require the same basic four code vectors but
have additional code vectors that must be located in specific positions in the code vector
table. The functions that devices are expected to perform, at minimum, are shown in
chapter 4, “Input/Output.” Also, a skeleton device (source code) is provided in the
“Skeleton Device/Library Code” appendix of the Amiga ROM Kernel Reference Manual:
Devices and Libraries.
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Chapter 8

ROM-WACK

Introduction

Wack is a keystroke-interactive bug exterminator used with Amiga hardware and
software. ROM-Wack is a small, ROM-resident version primarily useful for system-crash
data-structure examination. ROM-Wack’s command syntax and display formats are
identical to Grand-Wack, of which it is functionally a subset. Grand-Wack includes
both the ROM-resident and the remote versions of Wack.
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Getting to Wack

ROM-Wack will be invoked by Exec automatically upon a fatal system error, or it can
be explicitly invoked through the Exec Debug() function. Once invoked, communica-
tion is performed through the RS-232-C serial data port at 9600 baud.

When a fatal system error occurs, Wack can be used to examine memory in an attempt
to locate the source of the failure. The state of the machine will be frozen at the point
in which the error occurred and Wack will not disturb the state of system beyond using
a small amount of supervisor stack, memory between 200 and 400 hex, and the serial
data port.

A program may explicitly invoke Wack by calling the Exec Debug() function. This is
useful during the debug phase of development for establishing program breakpoints. For
future compatibility, Debug should be called with a single, null parameter—for exam-
ple, Debug(0). Please note however, that calling the Debug() function does not neces-
sarily invoke ROM-Wack. If Grand-Wack or a user supplied debugger has been
installed, it will be invoked in place of ROM-Wack.

When Wack is called from a program, system interrupts continue to process, but multi-
tasking is disabled. Generally this is not harmful to the system. Your graphics will still
display, keys may be typed, the mouse can be moved, and so on. However, many inter-
rupts deposit raw data into bounded or circular buffers. These interrupts often signal
related device tasks to further process these buffers. If too many interrupts occur, device
buffers may begin to overflow or wrap around. You should limit the number of inter-
rupt actions (typing keys on the Amiga keyboard for example) you perform while execut-
ing in Wack.

Finally, certain system failures are so serious that the system is forced to reboot. Before
rebooting takes place, the power LED will flash slowly. If you type a Del character (hex
7F) while the LED is flashing, the system will enter Wack before rebooting.

Keystrokes, Numbers, and Symbols

Wack performs a function upon every keyboard keystroke. In ROM-Wack, these func-
tions are permanently bound to certain keys. For example, typing “>" will immediately
result in the execution of the next-word function. This type of operation gives a
“keystroke-interactive” feel to most of the common Wack commands.
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Whenever a key is pressed, it is mapped through a KeyMap, which translates it into an
action. A key can have different meanings in different contexts. For simplicity, ROM-
Wack applies keys consistently in all contexts (the Grand-Wack feature of arbitrary key
binding is not available in ROM-Wack).

In the default keymap, most punctuation marks are bound to simple actions, such as
displaying a memory frame, moving the frame pointer, or altering a single word. These
actions are always performed immediately. In contrast, the keys A-Z, a-z, and 0-9 are
bound to a function that collects the keys as a string. When such a string is terminated
with <RETURN>>, the keys are interpreted as a single symbol or number.

In ROM-Wack, symbols are treated only as intrinsic functions. Macros, constants,
offsets, and bases are not supported. Hence, typing a symbol name will always result in
the invocation of the symbol’s statically bound function.

If a string of keys forms a number, that number is treated as a hexadecimal value. If a
string of keys is neither a number nor a known symbol, the message ‘“‘unknown symbol”
is presented.

During the “collection” of a symbol or number string, typing a backspace deletes the
previous character. Typing <CTRL-X> deletes the entire line.

Register Frame

When Wack is invoked for any reason, a register frame is displayed:

ROM-Wack

PC: FO0OAB4 SR: 0000 USP: 001268 SSP: 07'FE8 TRAP: 0000 TASK: 000888

DR: 00000001 00000004 0000000C 00000AB4 00000001 0000001C 00000914 00000914
AR: 00000AB4 00F0D348 00011A80 00000B9C 00I'20770 00F20380 00000604

SF: 0000 00F0 0AB4 0014 00F0 0AB4 0014 00F0 0AB4 0004 00F0 0AB4 0000 0004 0000

This frame displays the current processor state and system context from which you
entered Wack. If you are familiar with the M68000 processor, most of this frame should
be obvious: USP for user stack pointer, SSP for system stack pointer, etc.

The TRAP field indicates the trap number that forced us into Wack. Motorola uses the

term exceptions for these traps. In Exec, the term ezception is used for asynchronous
task events. The standard TRAP numbers are
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0 normal entry

2 bus error

3 address error

4  illegal instruction

5 zero divide

6 CHK instruction (should not happen)

7 TRAPYV instruction (should not happen)

8  privilege violation

9  trace (single step)

A line 1010 emulator

B line 1111 emulator

2N trap instruction N (2F normally for breakpoint)

The TASK field indicates the task from which the system entered Wack. If this field is
zero, the system entered Wack from supervisor mode.

The SF line provides a backtrace of the current stack frame. This is often useful for
determining the current execution context (last function called, for example). The user
stack is displayed for entry from a task; the system stack for entry from supervisor

mode. (Note: Version 25.1 always shows the system stack, never the user stack. This
will change.)

Display Frames

Wack displays memory in fixed size frames. A frame may vary in size from 0 to 64K
bytes. Frames normally show addresses, word size hex data, and ASCII equivalent
characters:
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F000C4 6578 6563 2E6C 6962 7201 7279 0000 4ATFC e x e c . 1l i brary...
F0o00D4 00F0 00D2 00F0 2918 0019 0978 00F0 00C4 ............ )'X.."Y'I x...

By default, Wack will pack as much memory content as it can onto a single line. Some-
times it is preferable to see more or less than this default frame size. The frame size
may be modified with :n. Here “n” represents the number of bytes (rounded to the next
unit size) that will be displayed.

:4

F000C4 6578 8563 e x e ¢

:20

FOO0C4 8578 6583 2E6C 6962 7281 7279 0000 4ATC e x e c . | i brary...
FOoOOD4 00F0 00D2 OOF0 2918 0019 0978 O0F0 00C4 ............ )XY I... ..

A “:0” frame size is useful for altering the write-only custom chip registers.

Relative Positioning

Wack functions as a memory editor; nearly all commands are performed relative to your
current position in memory. The following commands cause relative movement:

. forward a frame

, backward a frame
> forward a word
< backward a word
+n forward n bytes
-n backward n bytes
<RETURN>

redisplay current frame

<SPACE>
forward a word
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<BKSP >

backward a word

An example of the use of these commands is provided below:

< RETURN >
f00200 7072 6573
f00210 6173 6820
’

f00200 7072 8573
>

f00202 8573 656¢
<

f00200 7072 8573
+24

foo224 290d 0a00
-38

f00lec 6c¢65 290d

658e

2d20

B858e

7429

656¢

2028

0a00

7429

6361

7429

0d0a

7429

626f

2028

0d0a

BebBe

0d0a

0000

0d0a

6f74

8eBf

Absolute Positioning

0000

6174

0000

2028

0000

2004

2064

2028

2072

2028

6372

2028

6570

6562

6372

6563

6372

6173

6372

6963

7567

present )MIJ...
a s h - cannot
present )MIJ...
esent )MIJ.... (
present )MIJ...
)M .. (boot d

1 e )’MJ.. (no d

There are a few commands that perform absolute positioning. Typing a hex number

moves you to that position in memory:

10ec

0010ec 00f0 17c0 4ef9 00f0 179a 4ef8 00f0 1786

<« W..N...... W..

Also, Wack maintains an indirection stack to help you walk down linked lists of absolute

pointers:

4

000004 0000 1lec 00f0 Oa8e 00f0 0a90 00f0 0a92
[ (use current longword as the next address)
00llec 0000 18f6 0000 1332 0900 00fO 086a 0000

] (return to the previous "indirected” address)

000004 0000 1lec 00f0 OaB8e 00fO 0a90 0OfO 0a92
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The find command finds a given pattern in memory, and the limit command determines
the upper bound of the search. The pattern may be from one to four bytes in length.
The pattern is not affected by the alignment of memory; that is, byte alignment is used
for all searches regardless of the pattern size.

To set the upper bound for a find command, type an address followed by limit or *
The default bound is 1000000 hex.

Altering Memory

The = command lets you modify your current memory word:

20134

020134 0000 0000 0000 ............
020134 0000 = 767

020134 0767 0000 0000 "G g........

If the frame size is zero, the contents of the word will not be displayed prior to your
modification of that word:

:0
dffogc
DIT09C xxxx = 7{If

If you decide not to modify the contents after typing a =, press <RETURN>
without typing a number. If you have already typed a number, type <CTRL-X>.

The alter command performs a repeated = which is handy for setting up tables. While

in this mode, the > and < will move you forward or backward one word. To exit from
this mode, type a <RETURN> with no preceding number.
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alter
001400 0280
001402 00C8
001400 0222 = 333

001402 00C8 = 444

001404 0000 =0

001408 3700 = >

001408 0000 — 666
00140A 0000 = < RETURN >

(I
A ®
[
[

You can modify registers when single-stepping or breakpointing. Typing ! followed by
the register name (D0-D7, A0-AG), U) lets you make modifications. SR and SSP cannot
be modified.

The fill command fills memory with a given pattern from the current location to an
upper bound. The limit command determines the upper bound of the fill. The size of

the fill pattern determines the number of bytes the pattern occupies in memory. For ex-
ample, typing

fill <KRETURN>
45

fills individual bytes with the value 45. Typing

fill <KRETURN>
045

fills words, and

fill <KRETURN>
0000045

fills longwords.

Caution: Using the fill command without properly setting the limit can destroy data in
memory. To set the upper bound for a fill, type an address followed by limit ora * .
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Execution Control

These commands control program execution and system reset:
go execute from current address

resume resume at current PC address

"D resume at current PC address

"I (tab) single instruction step

boot reboot system (cold-reset)
ig reboot system (cold-reset)
Breakpoints

ROM-Wack has the ability to perform limited program breakpoints. Up to 16 break-
points may be set. The breakpoint commands are as follows:

set set breakpoint at current address

clear clear breakpoint at current address

show  show all breakpoint addresses

reset  clear all breakpoints

To set a breakpoint, position the address pointer to the break address and type set.
Resume program execution with go or resume. When your breakpoint has been

reached, Wack will display a register frame. The breakpoint is automatically cleared
once the breakpoint is reached.
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Returning to Multitasking After a Crash

The user command forces the machine back into multitasking mode after a crash that
invoked ROM-Wack. This gives your system a chance to flush disk buflers before you
reset, thus securing your disk’s super-structures.

Once you type user, you cannot exit from ROM-Wack, so you should use this command

only when you want to reboot after debugging. Give your disk a few seconds to write
out its buffers. If your machine is in serious trouble, the user command may not work.
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Appendix A

C EXEC INCLUDE FILES

This appendix contains the C-language include files that define the system data struc-
tures used by Exec routines.

This appendix is a printed copy of the Exec portion of the the SYS:includes directory on
the Amiga C (Lattice C) disk.
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